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Abstract

This paper addresses the problem of expanding sparse textual content to
increase the accuracy of data-driven prediction tasks. We evaluate the use
of word embeddings and lexicons within the context of a donation prediction
task, where we classify potential donors as either likely or unlikely to donate.
We perform several comparative experiments and analyses, and show that our
methods to automatically enhance sparse textual data significantly improve
the predictive performance on this task.
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1. Introduction

Over the past three decades, data-driven learning has made great strides
and brought significant progress across many disciplines, ranging from com-
puter science and information sciences, to psychology, astronomy, economics,
and many other science or humanities fields. While many of the most recent
learning strategies assume the availability of a large amount of data, there
are still many applications that only benefit from limited amounts of data.
Among these, we often deal with datasets that include only small amounts
of textual information that, because of their size and limited vocabulary, end
up not contributing as much as they could to the overall learning process.

In this paper, we explore the question of whether we can enrich sparse
textual content inside categorical datasets, to bring into the learning frame-
work additional information that is implied by the text but not explicitly
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stated. As an example, consider a dataset that includes a text field whose
value for one of the instances is the word “computer.” Typically, such cate-
gorical features are used “as is” and are weighted and used alongside other
features, depending on the learning framework. However, aside from being
a string of characters, the word “computer” implies “an electronic device
for storing and processing data,” has associations with other words such as
“data,” “hardware,” “software,” and so forth. In this paper, we present sev-
eral methods for automatically enriching categorical fields in a dataset where
the categorical elements can also be treated as text. Our goal is to improve
data-driven predictions, so we perform comparative evaluations that allow
us to learn what text expansion techniques work best.

Specifically, we primarily ask our questions in the context of a donation
prediction problem, where we use a dataset consisting of the profiles of uni-
versity alumni who have previously donated, as well as alumni who did not
make any donations, and attempt to predict for a new instance whether they
are likely to donate or not. We also consider the task of gender prediction
on a dataset of blog profiles to determine to what extent our methods can
be applied to other datasets.

The amount of textual data available in both datasets is limited in terms
of both quantity and variety; each piece of text is a few words at most, and
the category definitions restrict the vocabulary. Yet, it can still be quite
useful. For instance, a “CEQ” is more likely to donate than a “clerk”, or a
“senior” employee is more likely to donate than a “recent graduate.”

We explore four different strategies for extending sparse text, including
two lexicon generation methods, and two embedding methods that are influ-
enced by domain knowledge. Using features obtained from these methods,
we build models that predict whether someone is likely to donate, and com-
pare their performance with baseline models that do not make use of such
additional features.

The paper makes two main research contributions. First, we address the
question of whether we can effectively augment text fields in a dataset by
leveraging information specific to the target domain, and show that with such
textual expansion strategies we can significantly improve over a baseline that
does not make use of this additional information. Second, we compare sev-
eral different models for extending sparse text in datasets, including methods
that rely on information drawn from (a) the database itself; or (b) external
resources, and gain new insights into what methods lead to the highest perfor-
mance improvements. We seek to answer these questions using the donation

2



prediction task, where we rely on a dataset that has information on previous
donors including limited free-form text, and show the role played by different
text expansion strategies to improve the effectiveness of our predictive model.
We also show that these methods can apply to other cases by evaluating on
a second task and dataset.

2. Related Work

Our task is related to the classification of short texts, which is challeng-
ing because the text is typically sparse and do not provide much word co-
occurrence information. In contrast to standard free-form short-text datasets,
such as tweets from Twitter, our categorical text is not only short but also
restricted in content. For instance, the set of academic majors available at a
particular university only contains text from the the names of the majors.

Unfortunately, the bulk of recent machine learning methods assume the
availability of large amounts of varied data, but there exist many ways of
tackling machine learning without this. Hand-built lexical resources have
been used extensively in natural language processing tasks like word-sense
disambiguation (Banerjee and Pedersen (2002)), sentiment analysis (Moham-
mad et al. (2013)), and short text classification (Jiang et al. (2011)). Text
embedding methods allow models trained on one domain to be adapted to
new domains that have little data.

We focus on lexical resources and embedding methods as they are two of
the most straightforward and commonly used methods for text classification
tasks. In this section, we overview the work that has been previously done
on these related directions.

2.1. Lexical Resources

Lexicons have been used extensively in sentiment analysis tasks (Taboada
et al. (2011)). There are many manually created sentiment lexicons such as
the NRC Emotion Lexicon (Mohammad and Turney (2010)), MPQA Lexicon
(Wilson et al. (2005)), and Bing Liu Lexicon (Hu and Liu (2004)). General
lexical resources have been adapted to the domain of sentiment analysis as
well. For instance, SentiWordNet (Esuli and Sebastiani (2007b)) extends
WordNet (Miller (1995)) such that each group of synonyms in WordNet,
a manually-created lexical database, is tagged with three sentiment scores:
positivity, negativity, objectivity. These lexical resources are very useful but
manual efforts to create them are costly and time-consuming (Mohammad



and Turney (2010)), requiring experts or crowdsourced annotators. This has
inspired great interest in automatically inducing sentiment lexicons.

Much work has been focused on Twitter, a microblogging website with
hundreds of millions of users from around the world. User-generated text
is always short, as tweets are limited to 280 characters. Mohammed et al.
(Mohammad et al. (2013)) construct a sentiment lexicon for Twitter based
on calculating how closely a word is associated with positive or negative sen-
timent. A word’s association score is calculated using the pointwise mutual
information (PMI) between the word and a seed set of hashtags, such as
#good and #bad.

Many other lexicon induction methods use label propagation to build
sentiment lexicons from a seed set of words (Rao and Ravichandran (2009);
Esuli and Sebastiani (2007a)). Typically, a lexical graph is built, where each
word or phrase is a node and edges represent the similarity between two
nodes. Then, propagation methods are used to determine the sentiment of
each node, given the sentiment of an initial set of nodes.

Most of these lexicons are built for large, general domains like Twitter.
However, the sentiment of a word depends on the specific domain in which
it is used. Recent work builds domain-specific sentiment lexicons using label
propagation methods and domain-specific corpora (Hamilton et al. (2016)).

Lexicons are also used for many tasks outside of sentiment analysis. For
instance, LIWC, a general lexicon, is used to quantitatively analyze content in
tasks ranging from personality prediction (Schwartz et al. (2013); Pennebaker
and Graybeal (2001)) to deception detection (Ott et al. (2011)).

2.2. Text Representations

There are numerous ways of representing text for computational process-
ing, most of which transform text into a numerical vector. These vectors
ideally embed important characteristics of the text, such as the semantics.

Classical representations of text include bag-of-words (BOW), where a
body of text is represented as the set of words that compose it, and latent
semantic analysis (LSA) (Deerwester et al. (1990)), where the representation
is derived from the factorization of a term-document occurrence matrix.

Recent text embedding methods such as Word2Vec (Le and Mikolov
(2014)) and GloVe (Pennington et al. (2014)) are able to capture semantic
relationships such as “man is to woman as brother is to sister.” A particular
type of the Word2Vec model, skip-gram with negative sampling, has been



shown to be implicitly factorizing a word-context matrix (Levy and Gold-
berg (2014); Levy et al. (2015)). There have been many extensions of these
methods that embed larger bodies of text such as sentences, paragraphs and
entire documents (Le and Mikolov (2014); Kiros et al. (2015)). A downside of
neural embedding models like Word2Vec is the prerequisite of large amounts
of training data. For instance, the pre-trained Word2Vec vectors released by
Google were trained on part of the Google News dataset, containing about
100 billion words.

Representations for sets of words such as phrases and sentences can be
constructed by linearly averaging the embeddings of the constituent words.
This has remained a strong feature or baseline across many tasks (Faruqui
et al. (2015); Kenter and De Rijke (2015); Yu et al. (2014); Kenter et al.
(2016)).

3. Predicting Alumni Donations

We conduct our exploration in the context of a donation prediction task,
in which we attempt to determine the likelihood of an alumnus/alumna to
donate, based on the limited background data available for that person. This
is not a straightforward task. Previous studies on alumni donations (Hoyt
(2004); Meer and Rosen (2012); McDearmon (2013)) found that there are
many different contributing factors to alumni giving, including having the
capacity to give, extracurricular involvement during the time at the univer-
sity, and the prestige of the university.

We use the dataset described in this section. The ground truth is ex-
tracted from the alumni donation history, where those who have donated
$10,000 or more to a single fund are designated as having donated, and those
who have not donated anything to any fund are designated as not having do-
nated. The resulting set of alumni has a much greater number of non-donors
than donors. There are 31,780 non-donors, as compared to 655 donors, which
allow models to achieve 98% donor classification accuracy by simply classi-
fying all samples as the majority class. Sampling methods to balance classes
are commonly used when working with imbalanced data. We therefore cre-
ate a balanced dataset by including all of the 655 alumni who donated more
than $10,000 and randomly sampling an equal number of those who donated
nothing.

In all of our experiments, we use 10-fold cross validation, resulting in
training and test set sizes of 1179 and 131 respectively for each split. We use



Name ‘ Educational ‘ Professional

Amanda MSE in Electrical Engi- | Electrical Engineer, Senior Project
Alamns neering - 2000 Engineer, Principal Systems Engi-
neer
Bob Beustton | BS in Economics - 2000 Financial Analyst Trainee
Claire BS/Teaching Certificate in | Elementary School Teacher, CEO
Carshter Elementary Education - | of EduStartup
2000

Table 1: Fictitious Alumni Examples

a logistic regression model with L2 penalties and a regularization parameter
C of 1.0 in all cases.!

3.1. What Makes a Donor?

We want to be able to predict whether a person will donate from her
personal and professional attributes. Let us consider the fictitious alumni
in Table 1 (real examples could not be used due to privacy agreements).
Amanda Alamns graduated with a graduate degree in engineering and has
steadily climbed the ranks in her professional career. From her position in her
career, we can infer that she has the means to donate. Bob Beustton, on the
other hand, has somehow remained a trainee for over a decade. It is unlikely
that he will make any donations for the time being. Lastly, we have Claire
Carshter. If we look solely at her educational history and first job, it appears
unlikely that she would donate; the teaching profession is not known for its
lucrative opportunities. However, we see that she then proceeded to start her
own company. She appears to be a successful individual and is probably more
likely to donate because she has the means to do so. Additionally, perhaps her
experience at the university helped inspire her to pursue entrepreneurship.

3.2. Data Description

The work in this paper is based on a database of alumni information
maintained by a large, public Midwest university. We call this dataset Donor

'We also obtained results using an SVM classifier, but obtained results and trends
similar to those obtained from a logistic regression model. We therefore show results only
for the regression model.



Source Features

DI age, gender, graduation year, degree level’, degree
type’, degree major?

LinkedIn city, state, country, most recent three job titles’, most
recent three companies’, NAICS number

Table 2: Dataset features (text fields are marked with 7)

Information (DI). In addition, we also have a dataset of public LinkedIn
profiles for a subset of the alumni who are in DI. The DI dataset contains
each alumna’s donation history along with her educational history while at
this particular university.

An alumna’s educational history contains her major, graduation year,
degree level (e.g. Bachelor’s level, Master’s level, Doctoral Level), and degree
type (e.g. BS, MD, PhD). Every record in the LinkedIn dataset contains all
job titles and companies listed on the corresponding LinkedIn profile. In our
experiments, we only consider the most recent three job titles and companies.
We consider the degree level, degree type, degree major, and the most recent
three job titles and companies as text fields that are used both as categorical
features and as input for the textual feature methods.

There are 56,259 people who appear in both the DI and LinkedIn datasets;
we focus on this subset of alumni. Of this set, approximately half have
donated some amount. However, many donations are on the order of a few
dollars. Therefore, we further hone in on those alumni who have donated
more than $10,000 to a single fund.

To represent a person, we extract categorical features such as major,
recent job titles, gender, and age, among others. To focus our results on
the effects of textual enhancement, we use only the categorical features that
can also serve as textual features. Each instance in our dataset is then
represented as a feature vector that encodes all of the categorical features
by concatenating one-hot embeddings of each feature. Table 2 lists all the
features that are available in the dataset.

3.8. Qualitative Analysis

To gain further insight into the data, we conduct several qualitative anal-
yses of the backgrounds of donors. We first look at the percentage of people
who donate at different degree levels, shown in Figure 1. Of the different de-



Donation Amount Thresholds
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Figure 1: Percentage of population who donated for obtained degree levels at several
donation amount thresholds.

gree levels, a much higher percentage of those with professional level degrees
are donors. This is consistent across different donation amount thresholds.
The donor statistics of the other degree levels are consistent with the overall
statistics, across the entire population.

We further look at different types of professional level degrees, which are
comprised of various medical and law degrees. The five professional degree
types with the highest percentages of donors are shown in Figure 2. We see
that Juris Doctor degrees (J.D.) and Doctor of Medicine degrees (M.D.) are
among the top five, which is consistent with the correlation lexicons that we
automatically generate, as described in the next section.

Medical residencies (Med. Res.) and medical fellowships (Med. Fellow-
ship) occur much less than J.D.s and M.D.s in our dataset, which could have
contributed to their lack of representation in the lexicons.

Finally, we look at the number of popular majors across different depart-
ments. We see that those who studied law consistently donated more than
the others across the different donation thresholds. We also see that educa-
tion majors have a higher percentage of donors than other popular majors
shown in Figure 3. This could be because those who choose to pursue edu-
cation are more philanthropic by nature, wanting to teach and help others
without the promise of a high salary.
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Figure 2: Percentage of population who donated for obtained professional degree types at
several donation amount thresholds.
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Figure 3: Percentage of population who donated for obtained majors of study at several
donation amount thresholds.



4. Text Expansion using Domain-Specific Knowledge

A core hypothesis of our work is that the sparse text that is available in
many sources of data, such as our alumni dataset, can still hold much useful
information. To make the sparse text useful, we can augment the text with
additional information by using natural language processing methods that
leverage knowledge about the target domain drawn from within or outside
the dataset.

We explore four main methods, described in detail below: (1) word em-
beddings obtained from a domain-specific corpus; (2) correlation lexicons
that aim to identify from within the dataset additional words that are in-
dicative of donations; (3) lexicons induced starting with a few seeds and
using external corpora and graph propagation; and (4) domain-specific dis-
tance representations, reflecting the semantic similarity between the textual
features and a set of domain-specific seeds.

All of these methods are illustrated, and later evaluated, using the dona-
tion prediction task and associated dataset described above.

4.1. Domain-specific Embeddings

Unsupervised methods for learning word embeddings represent one of
the most recent successes in word representations (Mikolov et al. (2013);
Pennington et al. (2014)). As a first method to expand the text fields we
thus use word embeddings.

We construct a corpus of articles that discuss philanthropy-related topics
from the New York Times that we will refer to as the NY'T Philanthropy News
corpus. We use their API? and collect 8,525 articles dated from January 1981
to March 2017. The final corpus includes 57 million words, with a vocabulary
of 94,623 words. Of those, only the words that occur five times or more are
considered during the training of the GloVe model; 32,324 such words exist
in the corpus.

We create a set of word embeddings using the GloVe embedding model
(Pennington et al. (2014)) trained on this philanthropy-focused news corpus.
We chose to use GloVe as it was shown to have better performance on several
word representation and word similarity tasks (Pennington et al. (2014);
Hamilton et al. (2016)). We use 300 dimensions for the embeddings, as is

’https://developer.nytimes.com/
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standard practice®. For each text field in the dataset, we take the constituent
words. The embeddings for all of the words from every text field are then
averaged to form a feature vector.

4.2. Correlation Lexicons

Previous work has shown that domain-specific lexicons can be effectively
used to induce features for prediction tasks. Specifically, our method is in-
spired from previous work on sentiment analysis, where a lexicon of positive
and negative words generated specifically for Twitter was found to bring sig-
nificant improvements (Mohammad et al. (2013)). We adapt their method
to our task, and generate a lexicon of words that are specific to the task of
donation.

Using pointwise mutual information (PMI), as done in (Mohammad et al.
(2013)), we measure the strength of association between each word in the
dataset and the labels of donation/no-donation. The words are drawn from
all the textual fields, consisting of the degree levels, degree types, degree ma-
jors, job titles, and job companies. Note that the correlations are calculated
only from the training data. Specifically, given a word W, we calculate its
PMI score as:

PMIScore(W) =PMI(W, donated)

(1)
—PM I (W, nondonated)

where the PM (W, class) for any of the two classes is calculated as:

p(W, class)
p(W)p(class)

To create the lexicon, we first calculate the PMIScore for each of the
words included in the text fields in the dataset, as described in Section 3.2.
We then rank the words in decreasing order of their score, and select the
top 30 with the assumption that the words that have the highest score are
most strongly correlated with the class of donation. Table 3 shows the top
10 words from a generated lexicon.

PMI(W,class) = log

3We use the author-provided code for GloVe at https://github.com/stanfordnlp/
GloVe. All parameters are left as default other than the embedding size.
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‘ Sample words

Top 10 (donation) | educational, partner,
m.d., j.d., ceo, profes-
sional, board, law, owner,
managing

Table 3: Sample words from the PMI lexicon

Using the PMI lexicon, we generate 30 binary features, one for each entry
in the lexicon. We set the value of each feature to 1 (0), reflecting the presence
(absence) of the feature in any of the text fields.

4.8. Seed-Induced Lexicons

The third method we consider is to generate a lexicon starting with a
few seed words and expanding the set of words using a label propagation
algorithm on a lexical graph. We use the SentProp method introduced in
(Hamilton et al. (2016)), which was originally proposed for the task of build-
ing a lexicon for sentiment analysis.

We first manually build two sets of seed words, associated with philan-
thropic tendencies and the lack thereof, respectively. Table 4 shows these
seed words.

‘ Seed words

Donation donation, endowment,
investment, charity, gen-
erosity, benefaction, giver,
grantor, donor, donator,
benefactor,  benefactress,
endow, sponsor, backer
Non-donation | miserly, stingy, unchari-
table, ungenerous, frugal,
selfish, skimping, scrimp-
ing, tightfisted, closefisted,
parsimonious, inhospitable,
greedy, cheap

Table 4: Seed words used to generate the SentProp lexicon
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We then build a weighted lexical graph using the words from the text
fields in the dataset, as well as all of the seed words. Each word is connected
to its nearest 10 neighbors by using a measure of cosine similarity applied
on word embedding representations for each word that is present in both
the dataset vocabulary and the trained word embeddings. We use GloVe
embeddings, following the original SentProp implementation.

The donation and non-donation labels are then propagated through the
graph using a random walk method. Finally, a word’s donation score is cal-
culated as the probability of a random walk from the corresponding seed set
hitting that word. In our experiments, we try lexicon generation using both
generic pre-trained GloVe embeddings? as well as GloVe embeddings that we
train on the NY'T Philanthropy News corpus. They perform comparably; we
only show results using the latter embeddings.

To create the final lexicon, we take only the words that have a dona-
tion association score higher than 0.7. We chose this threshold heuristically;
lower thresholds introduced noisy words and higher thresholds excluded many
words that appear in the dataset. Sample words from the resulting lexicon
are shown in Table 5. As with the PMI lexicon, we create a feature for each
of the lexicon words, and set its value as 1 (0) depending on whether the
feature is present (absent) among the words in the text fields.

‘ Sample words

NYT GloVe based | contributor, giving,
investor, management,
banking, mutual, ven-
ture, institutional, profit,
corporate, philanthropy,
market, cash, asset,
hedge, managed

Table 5: Seed-induced lexicon entries using label propagation on graphs

4.4. Seed-Similarity Embeddings
Finally, as an alternative to the previous seed-induced lexicon method,
we also consider a method that measures the semantic distance between the

“https://nlp.stanford.edu/projects/glove/
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Source

Features

BASELINES

DI

degree level, degree type, degree major

LinkedIn

most recent three job titles, most recent three compa-
nies

TEXT EXPANSION FEATURES

DomainEmbed

300-dimension GloVe embeddings trained on the do-
nation corpus, averaged over all the words in the text
fields

CorrelLex

30-word correlation lexicon generated from training
data (text fields in both DI and LinkedIn); one fea-
ture for each lexicon word, reflecting presence/absence
among words from text fields

SeedProp

Seed-induced donation lexicon using label propaga-
tion on a lexical graph formed by using pretrained
GloVe embeddings; one feature for each lexicon word,
reflecting presence/absence among words from text

fields

SeedSim

Semantic similarity between the text fields and the 15
donation seeds, using cosine similarity between pre-
trained GloVe embeddings; one feature for each of the
15 donation seeds

Table 6: Summary of features
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words in the text fields and the donation seed words. The hypothesis behind
this method is that we can circumvent the need for a domain-specific corpus
by measuring the distance between a small set of domain words and the text
fields.

We use the same seed set as listed in Table 4 (row Donation). We use
the pre-trained GloVe embeddings with 300 dimensions. For each seed word,
we find the maximum cosine similarity score between that word’s embedding
and each of the word embeddings from the text fields. The result is a feature
vector that reflects these maximum similarity scores, and is the same length
as the seed set.

5. Results and Discussion

We evaluate the performance of the donation prediction task described
in Section 3 using the original features available in the dataset, as well as ex-
panded feature sets obtained with the four text expansion methods described
above. Table 6 summarizes the features we use, described in the previous
sections.

The top part of Table 7 shows the results obtained with the two baselines
(DI features, and DI combined with LinkedIn features), while the bottom part
of the table shows the results obtained when augmenting the top perform-
ing baseline with the various text-expansion features. We combine features
by concatenating their feature vectors. This combination method has been
shown to work well in many applications (Argamon et al. (2007); Le and
Mikolov (2014); Maas et al. (2011)).

Statistical significance over the DI+LinkedIn baseline is calculated using
the McNemar two-tailed test. We used an alpha value of 0.05.

Among the four text expansion methods, the correlation lexicons, domain-
specific embeddings, and seed-induced lexicon result in significant improve-
ments over the baselines as seen from Table 7. The seed-similarity embedding
features also bring small improvements, but they are not found to be signif-
icant.

To gain further insight into the performance of these models, we perform
several additional analyses and evaluations, which we describe next.

5.1. Model Correlation

First, we measure the correlation between the output produced by the top
baseline model (DI+LinkedIn) and by the four different methods considered.
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Source Accuracy

BASELINES
DI 68.8%
DI+LinkedIn 76.8%
TEXT EXPANSION FEATURES
DI+LinkedIn+DomainEmbed 81.3%*
DI+LinkedIn+CorrelLex 80.1%*
DI+ LinkedIn+SeedProp 78.5%*
DI+LinkedIn+SeedSim 77.2%

Table 7: Donation prediction results using text expansion methods. Results with * are
statistically significant compared to the DI+LinkedIn baseline system.

DI+LinkedIn +SeedSim +SeedProp +DomainEmbed +CorrelLex

DI+LinkedIn 1.0 0.90 0.83 0.56 0.63
+SeedSim 1.0 0.83 0.57 0.63
+SeedProp 1.0 0.56 0.66
+DomainEmbed 1.0 0.68
+CorrelLex 1.0

Table 8: Pearson correlation coefficients among the output of the four models and the
baseline. Each model includes the DI and LinkedIn categorical features with the specified
additional single feature type.
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Source Accuracy
DI 66.5%
DI+LinkedIn 72.6%
DI+ LinkedIn+DomainEmbed | 75.3%*
DI+LinkedIn+CorrelLex 75.6%*
DI+ LinkedIn+SeedProp 73.3%
DI+ LinkedIn+SeedSim 73.9%

Table 9: Classification results when non-donors include alumni who donated any amount
below $10,000. Results with * are statistically significant compared to the DI+LinkedIn
baseline.

Table 8 shows the Pearson correlation between all the pairs of two models.
As seen in this table, most of the models are medium correlated, which
indicates there is some overlap between the predictions they make. The
models that are most divergent from the baseline are the correlated lexicons
(CorrelLex) and the domain specific embeddings (DomainEmbed), which is
also reflected in the higher performance of these models (see Table 7). The
highest correlation is found between the model that measures the similarity
with the seed set (SeedSim) and the model that performs label propagation
on a lexical graph starting with the seed set (SeedProp); their high correlation
is likely a reflection of the dependence of these two models on the same seed
set.

5.2. Classification with Less Distinguishable Classes

We also perform an evaluation for a classification task where the division
between donors and non-donors is less clear. Specifically, we again consider
all the alumni who donated $10,000 and above as donors, but now we con-
sider alumni who donated any amount below $10,000 as a non-donor. The
non-donors are randomly sampled from the instances corresponding to peo-
ple who donated less than $10,000. Table 9 shows the results obtained during
these evaluations. As expected, all the results are lower than the ones ob-
tained during the earlier evaluations. In this more difficult setup, the use
of correlation lexicons and domain embeddings continues to bring consistent
improvements over the baseline.
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5.3. Influence of Seeds on Sentprop Lexicon

We analyze the effects of changing the seed words used for SentProp by
looking at the overlap between our original lexicon and the new lexicons
generated using different seed words. To highlight the effects of different
donation words, we change the donation words to be entirely different from
those used in our experiments, but maintain the topic of donation among the
words. For each of the three different donation word sets, the non-donation
words remain the same as those used in our experiments. To understand the
influence of the non-donation words, we also choose a set of random words
as non-donation words. For this, we retain the same set of donation words
as used in our experiments. The chosen words are shown in Table 10.

For these different sets of seed words, we generate lexicons with SentProp
on the NYT Donation corpus at two different association score thresholds.
We measure the overlap between the new lexicons and the original one used
in our experiments by calculating their Jaccard similarity and overlap coef-
ficient. For two sets of words, X and Y, we have

Jaccard(X,Y) =|XNY|/|XUY]|

and
Overlap(X,Y) = | X NY|/min(|X|,|Y]).

The new lexicons corresponding to altered donation words (Set 1, Set 2,
Set 3), generated at an association score threshold of 0.7, contain many more
words that are not related to philanthropy. The large size of the lexicon
is indicative of this. This could be a result of the seed words not being as
unambiguously tied in topic as the original set of seeds. However, the overlap
coefficients are close to 1, showing that the original lexicon words are present
in the new lexicons. This implies that the donation topic was still captured,
but with much more noise.

We raise the association score threshold to filter out the less relevant
words. Overall, the lexicons resulting from Set 1, Set 2, and Set 3 still
maintain much overlap with the original lexicon. Set 2’s lexicon has a much
lower overlap coefficient than Set 1 or Set 3. This is likely because Set 2’s
donation seeds contain words like “kind” and “charitable” that have more
ambiguous meanings.

Interestingly, having random non-donation words does not greatly per-
turb the captured topic of the lexicon. All words generated also appear in the
original lexicon. Additionally, the number of words is actually smaller than
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Seed Words ‘ Donation ‘ Non-donation

Set1 contribution, gift, funding, foun- | miserly, stingy, uncharitable,
dation ungenerous, frugal, selfish,

Set2 kind, supporter, charitable, pa- | skimping, scrimping, tightfisted,
tron closefisted, parsimonious,

Set3 contribution, gift, funding, foun- | inhospitable, greedy, cheap

dation, kind, supporter, charita-
ble, patron, compassionate

NegRand donation, endowment, invest- | cattle, evanescent, vague,

faction, giver, grantor, donor, do- | nify, clear, toad
nation, benefactor, benefactress,
endow, sponsor, backer

jit-

ment, charity, generosity, bene- | tery, trade, grade, excited, sig-

Table 10: Different sets of seed words used for SentProp. Sets 1-3 retain the same set of
non-donation words as used in the experiments, but with different donation words. Ne-
gRand retains the same set of experiment donation words, but with random non-donation
words.

the original set. This may be because having random non-donation words
encourages SentProp to choose words that are unambiguously related to the
donation words. There is a separation of the donation topic from effectively
all others, rather than from just the non-donation topic. This is desirable in
applications where we are primarily interested in generating a lexicon related
to one theme, rather than two polar themes, as is the case here.

5.4. Error Analyses

To better understand the performance of our methods, and where and
when they fail, we perform several error analyses. Specifically, since the
job related information from LinkedIn was the most varied, and therefore
the area that could benefit the most from our text expansion methods, we
mainly focus our analyses on how well our features understood LinkedIn
information. We have anonymized the examples below by excluding names
and modifying job titles to be generic.

Categorical features were not able to understand complex or non-standard
job titles such as “Director of Major, Planned, and Special Gifts”, “Se-
nior Director of Major Gifts”, or “CEO of A Philanthropic Trust”. These
particular job titles are highly indicative of philanthropic tendencies, but
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Seed Words (Threshold) | Lexicon Size | Jaccard Sim. | Overlap Coef.
Setl (0.7) 897 0.14 0.95
Set2 (0.7) 1667 0.08 1.00
Set3 (0.7) 929 0.13 0.95
NegRand (0.7) 49 0.37 1.00
Setl (0.8) 37 0.17 0.65
Set2 (0.8) 126 0.21 0.35
Set3 (0.8) 48 0.21 0.65
NegRand (0.8) 0 0.00 0.00

Table 11: Number of words, Jaccard similarity, and overlap coefficients for different sets
of seed words at different association score thresholds. Jaccard similarity and overlap
coeflicient are calculated with respect to the generated lexicon used in the experiments.
The original generated lexicon has 132 words.

the categorical-only DI+LinkedIn model classified these individuals as non-
donors. The categorical model also was not able to correctly detect people
working in known high-pay fields because of non-standard titles. For in-
stance, one donor is a “Pulmonary Specialist”, which is a type of doctor.
From our data (Figure 4), we can see that health care professionals are the
most charitable individuals. However, the categorical model was unable to
make the association between “Pulmonary Specialist” and the health care
profession.

The embedding features helped find such associations. The “Pulmonary
Specialist” was found to be a donor by the model that incorporated embed-
ding features. It was also much better at detecting individuals with advanced
career positions such as “Senior Vice President”, “Strategic Advisor”, and
“Executive Director”. While these titles may seem obvious, there exist many
variations on advanced titles, such as “Managing Director”, “Principal Advi-
sor”, and “Creative Director”. Embedding features implicitly help the model
understand that positions like these are indicative of donors, without explic-
itly having a list of such titles. However, the embeddings were not good at
distinguishing between those who had a single position indicative of a donor
and those who had a history of such positions.

The correlation lexicon features focused on finding individuals that held
multiple indicative positions. For example, some of the donors that were cor-
rectly identified only by including CorrelLex each had at least three advanced
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career positions. One was a “Senior Counselor”, “CEQ”, and “Founder”; an-
other was a “Senior Development Officer”, “Consultant”, and “President”;
and yet another was a “Senior Manager”, “Chief Operating Officer”, and
“Senior Clinical Manager”. These results follow the fact that the generated
correlation lexicons from Table 3 seem to mainly focus on high income or
advanced titles. However, this misses people who are philanthropic but do
not necessarily hold traditional advanced positions.

Some of the donors that were correctly identified only by using SeedProp
had titles such as “Head of Police Board”, “Workplace Learning Special-
ist”, “Program Director/Scholarship Manager”, or worked at foundations.
These careers involve public service, interacting with people, and being in
environments that are geared towards philanthropy. SeedSim produced sim-
ilar results, though the detected associations were limited to very explicit
indicators, such as someone being an “Evangelist”.

5.5. Fvaluation on Other Datasets

We also want to determine to what extent our methods can be applied
to other datasets. Although there are public donation records available at
crowdfunding sites such as Kickstarter.com and DonorsChoose.org, there is
usually little information revealed about the donors themselves beyond what
they have donated to.

We therefore evaluate our proposed text expansion methods on a different
task: gender classification on a dataset of blog profiles collected from Blog-
ger.com. Previous work has shown that it is possible to detect demographic
information such as gender from writings and social media content Farnadi
et al. (2018); Mukherjee and Liu (2010); Schler et al. (2006); Sarawgi et al.
(2011).

Bloggers can choose to fill in information, such as gender, occupation,
and interests, on their profile page. We use a set of 76,971 profiles that have
both gender and interests listed and are in the USA. The full set of features
is listed in Table 12. We classify each blogger as male or female based on the
information available on their profile.

Our text expansion features are replicated for gender in this setting. The
domain embeddings are trained on the blog dataset. The correlation lexicon
is generated from the training set of blog data. Gender-based seed words
are used for SeedProp and SeedSim. The results are shown in Table 13.
All of the text expansion methods improve significantly over the baseline
categorical method, with the domain embeddings (DomainEmbed) yielding
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Source Features

Blogs gender, interests,’, occupation?’, city, state, country,
introduction”, movies”, music’, books”

Table 12: Blog dataset features (text fields are marked with ')

Source Accuracy
Blogs 70.6%
Blogs+DomainEmbed | 83.3%*
Blogs+CorrelLex 75.6%*
Blogs+SeedProp 72.0%*
Blogs+SeedSim 74.5%*

Table 13: Gender prediction results on blog profiles. Results with * are statistically
significant compared to the Blog baseline.

the highest performance. These results demonstrate that our methods can
be successfully applied to other datasets.

6. Conclusions

In this paper, we explored whether we can enhance sparse textual con-
tent to improve data-driven predictions using the task of alumni donation
prediction.

We introduced a dataset of alumni donations, and we qualitatively an-
alyzed the donations and the backgrounds of the donors to highlight the
differences between the backgrounds of donors and non-donors as well as the
patterns of donations attracted by different academic departments.

We used four different methods of expanding sparse text, including lex-
icon generation methods and text embedding methods. We evaluated these
methods on the task of predicting whether someone is likely to donate, and
compared with baseline models that do not make use of any textual features.

We showed that we can classify large donors from non-donors with an
accuracy of up to 80%. We also showed that the enrichment of sparse text
through the extraction and use of textual features does benefit model per-
formance. Our domain-specific embeddings and correlation-based lexicon
consistently improved over the baseline models that only use categorical fea-
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tures. We also showed that our methods can be successfully applied to other
sparse-text datasets.
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