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Abstract—Recent work has addressed opinion inferences that arise when opinions are expressed toward +/-effect events, events that
positively or negatively affect entities. Many words have mixtures of senses with different +/-effect labels, and therefore word sense
disambiguation is needed to exploit +/-effect information for sentiment analysis. This paper presents a knowledge-based +/-effect
coarse-grained sense disambiguation method based on selectional preferences modeled via topic models. The method achieves an
overall accuracy of 0.83, which represents a significant improvement over three competitive baselines.
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1 INTRODUCTION

S ENTIMENT ANALYSIS extracts opinions from many kinds
of texts such as reviews, news, and social media mes-

sages and has been exploited in many applications such as
review mining, election analysis, and question answering.
Research in sentiment analysis has plateaued at a somewhat
superficial level, providing methods that exhibit a fairly
shallow understanding of subjective language as a whole.
In particular, past research in natural language processing
has mainly addressed explicit opinion expressions [1], [2],
[3], [4], [5], [6], [7], [8], [9], [10], [11], [12], [13], [14], [15],
ignoring implicit opinions expressed via implicatures, i.e.,
default inferences.

Recently, to determine implicit opinions, Deng et al.
[16], [17], [18] address a type of opinion inference that
arises when opinions are expressed toward events that
have positive or negative effects on entities, called +/-effect
events.1 Deng et al. show how sentiments toward one entity
may be propagated to other entities via opinion inference
rules, improving the coverage and accuracy of sentiment
analysis. They give the following example:

(1) The bill would curb skyrocketing health care costs.

The writer expresses an explicit negative sentiment (by
skyrocketing) toward the entity, health care costs. The existing
sentiment analysis system can determine it. However, the
existing explicit sentiment analysis system cannot determine
the sentiment toward the bill. With opinion inference rules,
not only the sentiment toward health care costs but also the
sentiment toward the bill can be inferred. The event, curb,
has a negative effect (i.e., -effect) on skyrocketing health care
costs, since they are reduced. We can reason that the writer is
positive toward the event because it has a negative effect on
costs, toward which the writer is negative. From there, we
can reason that the writer is positive toward the bill, since it
conducts the positive event.

Now, consider another example:
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1. Some of those papers use the terms goodFor/badFor.

(2) Oh no! The voters passed the bill.

Here, the writer expresses an explicit negative sentiment
toward the passing event because of the expression Oh no!.
Although we cannot know the sentiment toward the bill with
an existing sentiment analysis system, we can infer it with
opinion inference rules. The passing event has a positive
effect (i.e., +effect) on the bill since it brings it into existence.
Since the writer is negative toward an event that benefits
the bill, we can infer that the writer is negative toward the
bill itself.2

The ultimate goal is to develop a fully automatic system
capable of recognizing such inferred attitudes. The system
will require a set of implicature rules and an inference mech-
anism. In [17], Deng et al. present a graph-based model in
which inference is achieved via propagation. They show that
such inferences may be exploited to significantly improve
explicit sentiment analysis systems.

To achieve its results, the inference system needs the
ability to recognize +/-effect events in text. Deng et al. [18]
include such an extraction component, but it simply looks
for the presence of words in a lexicon. Such an approach is
not effective because, as Choi et al. [19], [20] discovered,
there is substantial sense ambiguity – words often have
mixtures of +effect, -effect, and Null (i.e., neither) senses.
In fact, they found that 45.6% verbs in WordNet contain
two or more senses (i.e., homonymy). Among them, 63.8%
words have some kind of +/-effect ambiguity (11.3% words
have mixtures of +effect, -effect, and Null senses; 3.9%
words have mixtures of +effect and -effect; 25.9% and 22.7%
words have +effect & Null and -effect & Null). Thus, Choi
et al. [19], [20] built a sense-level +/-effect lexicon, called
EFFECTWORDNET.

The sense of the word in context affects whether (or
which) inference should be made. The meaning of pass in
(2) is the following:

2. As addressed in [18], such inferences are defeasible. They capture
this in their ILP model by including slack variables that allow the rules
to be violated.
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S1: (v) legislate, pass (make laws, bills, etc. or
bring into effect by legislation) +effect

Under this sense, pass is, in fact, +effect for its theme.
But consider (3):

(3) Oh no! They passed the bridge.

The sense of pass in this context is:

S2: (v) travel by, pass by, surpass, go past, go by,
pass (move past) Null

This type of passing event does not (in itself) positively
or negatively affect the thing passed (bridge). This use of pass
does not warrant the inference that the writer is negative
toward the bridge.

The following is another example of a word with senses
of different classes:

carry:
S3: (v) carry (keep up with financial support)
“The Federal Government carried the province for
many years” +effect
S4: (v) carry (capture after a fight) “The troops
carried the town after a brief fight” -effect

In the first sense S3, carry has positive polarity toward
the province. However, in the second sense S4, carry has
negative polarity toward the town, since it is captured by
the troops. Moreover, although a word may not have both
+effect and -effect senses, it may have mixtures of (+effect
or -effect) and Null similar to pass. These examples illustrate
that exploiting +/-effect event information for sentiment
inference requires word sense disambiguation (WSD).

Therefore, our paper focuses on +/-effect WSD, which is
important for opinion inferences to extract implicit opinions.
The goal of this paper is to show that we can effectively
identify the +/-effect events in a given text. Since our task is
new, the architecture is different from typical WSD systems.

In this paper, we address the following task: given
+/-effect labels of senses, determine whether an instance of
a word in the corpus is being used with a +effect, -effect, or
Null sense. Consider a word W that contains seven senses,
where senses {S1, S3, S7} are -effect; {S2} is +effect; and
{S4, S5, S6} are Null. For our purposes, we do not need
to perform fine-grained WSD to pinpoint the exact sense;
to recognize that an instance of W is -effect, for example,
the system only needs to recognize that W is being used
with one of the senses {S1, S3, S7}. Thus, we can perform
coarse-grained WSD, which is often more tractable than
fine-grained WSD.

Though supervised WSD is generally the most accurate
method, we do not pursue a supervised approach, because
the amount of available sense-tagged data is limited. In-
stead, we conduct a knowledge-based WSD method that
exploits WordNet3 relations and glosses. We use sense-
tagged data (SENSEVAL-3) only as gold-standard data for
evaluation.

3. WordNet 3.0, http://wordnet.princeton.edu/

Our WSD method is based on selectional preferences,
which are preferences of verbs to co-occur with certain types
of arguments [21], [22], [23]. We hypothesized that prefer-
ences would be fruitful for our task, because +/-effect is a
semantic property that involves affected entities. Consider
the following WordNet information for climb:

climb:
S1: (v) climb, climb up, mount, go up (go upward
with gradual or continuous progress) “Did you
ever climb up the hill behind your house?” Null
S2: (v) wax, mount, climb, rise (go up or advance)
“Sales were climbing after prices were lowered”
+effect
S3: (v) climb (slope upward) “The path climbed all
the way to the top of the hill” Null
S4: (v) rise, go up, climb (increase in value or to a
higher point) “prices climbed steeply”; “the value
of our house rose sharply last year” +effect

Senses S1 & S3 are both Null. We expect them to co-occur
with hill and similar words such as ridge and mountain. And,
we expect such words to be more likely to co-occur with S1

& S3 than with S2 & S4. Senses S2 & S4 are both +effect,
since the affected entities are increased. We expect them to
co-occur with sales, prices, and words similar to them. And,
we expect such words to be more likely to co-occur with
S2 & S4 than with S1 & S3. This example illustrates the
motivation for using selectional preferences for +/-effect
WSD.

We model sense-level selectional preferences using topic
models, specifically Latent Dirichlet Allocation (LDA) [24].
We utilize LDA for modeling relations between sense
groups and their arguments, and then carry out coarse-
grained +/-effect WSD by comparing the topic distributions
of a word instance and candidate sense groups and choos-
ing the sense group that has the highest similarity value.
Because selectional preferences are preferences toward ar-
guments, the method must create a set of arguments to
consider for each sense group. We exploit information in
WordNet for automatically defining sets of arguments.

The system carries out WSD by matching word instances
to sense groups. While the obvious way to group senses
is simply by +/-effect label, the system does not need to
group senses in this way. We experiment with a clustering
process that allows more than one sense group with the
same label for a given word. The motivation for allowing
this is that there may be subsets of senses that have the
same +/-effect label, but which are more similar to each
other than they are to the other senses with the same
+/-effect label. We also experiment with using mixtures of
manually and automatically assigned sense labels in this
clustering process, exploiting the results presented in [19]
for automatically assigning +/-effect labels to verb senses in
WordNet.

In the remainder of this paper, related work is first
discussed in Section 2 and the task is defined in Section
3. The method for creating the WSD system is described
in Section 4. The experiments and results are presented in
Section 5. Section 6 presents the conclusions.
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2 RELATED WORK

+/-Effect events were first described in [16]. They iden-
tify several varieties of +/-effect events, including cre-
ation/destruction (changes in states involving existence),
gain/loss (changes in states involving possession), and ben-
efit/injury.4

In the general area of sentiment analysis, researchers
have developed various lexicons involving polarities:
sentiment lexicons (e.g., [25]), connotation lexicons (e.g.,
[26]), and +/-effect lexicons (e.g., [19]). Interestingly, though
these polarities are related, they are not the same. Choi et
al. [20] give the following example:

perpetrate:
S: (v) perpetrate, commit, pull (perform an act,
usually with a negative connotation) “perpetrate a
crime”; “pull a bank robbery”

This sense of perpetrate has a negative connotation,
and is an objective (i.e., non-sentiment-bearing) term in
SentiWordNet. However, it has a positive effect on the
object, a crime, since performing a crime brings it into exis-
tence. Like this, a single event may have different polarities
of sentiment, connotation, and +/-effect. Therefore, we need
to acquire a new type of lexicon of +/-effect events to make
opinion inference.

While there has been much work developing sentiment
and related lexicons, much less work has addressed resolv-
ing the relevant sense ambiguities in context, as we do in
this paper. Akkaya et al. [27], [28], [29] perform coarse-
grained WSD for sentiment-bearing versus non-sentiment
bearing word instances. However, their method is super-
vised per-word WSD, and thus requires coarse-grained
sense-tagged training data for each word. Xia et al. [30]
adopt a Bayesian model to resolve the polarity ambiguity.

Turning to WSD in general, supervised WSD approaches
(e.g., [31], [32], [33]) generally show the best accuracy, but
require sense-tagged training data. Unsupervised (e.g., [34],
[35], [36]) and knowledge-based approaches that rely on the
use of external lexical resources such as dictionaries and
ontologies (e.g., [37], [38], [39], [40]) typically have better
coverage, since they do not require sense-tagged data.

The WSD research most relevant to ours involves
selectional preferences and topic models. [41], [42] utilize
selectional preferences for WSD by obtaining them as
sets of disjoint classes across WordNet hypernyms. They
demonstrate a small, but positive improvement on WSD.
We hypothesized that preferences would be even more
beneficial for our WSD task, since the +/-effect property
is defined in terms of affected entities. Topic models have
been used for WSD [43], [44], [45], but not to model
selectional preferences for WSD as we do. Note that LDA
has been used for selectional preferences [46], [47], but only
to handle word-level predicates, so the methods are not
directly applicable for WSD. Our method is a novel use of
LDA to model selectional preferences for WSD.

4. Their annotation manual and data are available at
http://mpqa.cs.pitt.edu/.

3 TASK DEFINITION

The task addressed in this paper is to recognize whether
word instances in a corpus are used with +effect, -effect, or
Null senses. Specifically, the gold standard consists of pairs
〈w, l〉, where w is an instance of word W in the corpus,
and l is w’s label, meaning that w is a use of W with a
sense whose label is l. In this work, the gold standard is
created by combining sense-tagged (SENSEVAL-3) data and
+/-effect sense labels as follows: 〈w, l〉 in our gold standard
means that w has sense label Ws, and Ws has +/-effect label
l.

For example, the label for the instance of pass in (2) is
+effect, because the sense is S1, and S1 has the label +effect.

4 WORD SENSE DISAMBIGUATION

This section describes our method for building a selectional-
preference +/-effect coarse-grained WSD system, given a
resource such as WordNet and +/-effect labels on word
senses.

In the first step, a coarse-grained sense inventory is
constructed, by grouping senses (Section 4.1). The ultimate
WSD system will assign each word instance in the corpus
to one of the sense groups. For final evaluation, a word
instance w that the WSD system has assigned to any sense
group with label l is mapped to the pair 〈w, l〉, for compari-
son with the gold standard. The obvious grouping is simply
by +/-effect labels: one group for the +effect senses, one for
the -effect senses, and one for the Null senses. Alternatively,
there may be multiple groups for a single label, where the
senses in a group are more closely related to each other than
they are to other senses with the same label. Our hypothesis
for experimenting with variable grouping (i.e., allow more
than one sense group with the same label for a given word)
is that an effective method could be developed for creating
a more fine-grained sense inventory customized to our task
that would result in more accurate WSD performance.

Once the sense inventory is created, a model of se-
lectional preferences for the sense groups is developed.
Selectional preferences are preferences toward arguments.
Thus, we have to identify a set of arguments for each
group (Section 4.2). For example, suppose that S2 and S4

of climb are one sense group. The arguments for this group
include nouns extracted from their glosses (sales, prices, etc.)
together with others found by WordNet relation expansion.
The final step in creating the WSD system is to model
relations between sense groups and arguments to capture
selectional preferences using LDA modeling (Section 4.3).
This step defines argument class distributions, where the
classes are hidden variables.

Finally, these distributions are exploited to perform
WSD, as described in Section 4.4.

4.1 Sense Grouping

Performing coarse-grained WSD has the advantage that in-
dividual senses are aggregated, providing more information
about each coarse-level sense.
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For each word, senses can be simply grouped by label.
However, a problem is that senses with the same +/-effect
label but with very different selectional preferences are
forced into the same group, making them indistiguishable to
the WSD system. For instance, one sense of carry is win in an
election and another is keep up with financial support. Though
both are +effect, they have very different arguments. Nev-
ertheless, they are forced into the same group. Because such
groups contain several types of arguments, they can confuse
the LDA models.

Thus, we adopt sense clustering and allow multiple
groups with the same label, which can benefit the LDA mod-
els because each sense group can have purer arguments.
The process is as follows: first features are extracted from
WordNet, then senses are clustered based on the features,
and finally labels are assigned to clusters.

The features represent the absence or presence of the
following words: words in the synset and the gloss for
sense Si; words in the synsets and the glosses for all Si’s
hypernyms (i.e., more general word senses); words in the
synsets and the glosses of Si’s troponyms (i.e., more specific
word senses); words in the synsets and the glosses of Si’s
verb groups (i.e., verb senses with similar meanings).

For sense clustering, we adopt expectation maximization
(EM) [48] as implemented in the Weka library,5 which is
modeled as a mixture of Gaussians. It follows an iterative
approach to find the parameters of the probability distri-
bution. In each iteration, the E-step (Expectation) estimates
the probabilities of each data belong to each cluster, and
the M-step (Maximization) estimates the parameter of the
probability distribution of each cluster. In Weka, EM assigns
a probability distribution to each instance, the probability of
it belonging to each cluster. Further, EM selects the number
of clusters automatically by maximizing the log-likelihood.
It begins with one cluster and continues to add clusters until
the estimated log-likelihood is decreased.

After clustering, labels are assigned to clusters as
follows. If all or a majority of senses in a cluster have the
same label, then the cluster is assigned that label. If there
is not a majority, then the cluster is labeled Null. That is,
if a cluster consists of three +effect senses and one Null
sense, the cluster is assigned the +effect. However, if a
cluster contains two +effect senses and two -effect senses,
this cluster is labeled Null. In this case, some Null labels
are assigned to clusters where there are no Null elements
inside. However, since our task is to identify words that
are likely to be +/-effect, we want to focus on +effect and
-effect labels rather than the Null class.

4.2 Arguments for Selectional Preferences
After grouping senses, arguments for each sense group must
be extracted to exploit selectional preferences. Gloss infor-
mation (definitions and examples) and semantic relations in
WordNet are utilized.

We first combine gloss information of all senses in each
sense group SGk. Since glosses are not long, we consider
all nouns in the combined glosses as arguments of the given
sense group. We call this noun set N .

5. Weka3, http://www.cs.waikato.ac.nz/ml/weka/

Fig. 1. Plate notation representing our topic model.

We also consider arguments gleaned from senses related
to those in the sense group. While such arguments are less
tightly coupled to the senses they are being extracted for,
we hypothesized that, on balance, having a larger number
of arguments may improve overall performance.

Let commonSynset(word1, word2) be True if there is
at least one synset that contains a sense of word1 and
a sense of word2. We add all words new for which
commonSynset(n, new) for some n ∈ N . The synset rela-
tion is the closest relationship between senses in WordNet,
so we anticipated that adding these new arguments would
be a conservative way to increase recall.

Going one step further, we consider WordNet verb rela-
tions for sense Si in each sense group SGk because we hy-
pothesize that the super-subordinate relations can provide
richer information. All nouns in glosses of hypernyms and
troponyms of Si are extracted and added to the argument
set. In addition, the argument set contains all nouns in
glosses of the senses that are in the same verb group with Si.
Generally speaking, the coverage of WordNet verb groups
is not large, but the relations are reliable.

4.3 Topic Model

To model relations between sense groups and arguments
for each +/-effect event, we adopt LDA, which is a gener-
ative model that discovers similarities in data using latent
variables. It was introduced to model a set of documents
in terms of topics, representing the underlying semantic
structure of a document collection. In this paper, sense
groups play the role of documents, arguments play the role
of terms, and argument classes play the role of topics in
traditional usage of LDA. That is, rather than modeling
relations between documents and terms, we model relations
between sense groups and arguments. One advantage of
LDA is argument classes need not be pre-defined, since LDA
discovers these classes automatically. We adopt a variant of
LDA suggested by Griffiths and Steyvers [49], [50], [51].

Figure 1 shows the graphical model of our proposed
topic model. Arrows represent conditional dependencies
between variables. SG is a set of sense groups, Nsg is
a set of arguments for each sense group sg, and C is a
set of argument classes, which are hidden variables being
discovered by the model.
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Each sense group sg has a corresponding multinomial
distribution Θsg over latent argument classes c. Distribution
Θsg is defined from a Dirichlet distribution with
prior parameter α. Each argument class c also has a
corresponding multinomial distribution Φc over arguments
n. Distribution Φc is defined from a Dirichlet with prior
parameter β. To generate an argument n, a hidden argument
class c is first chosen by Θsg , and then an argument n is
chosen from Φc. The formal process is as follow:

1) Choose Θsg ∼ Dir(α), where sg ∈ SG and Dir(α)
is the Dirichlet distribution for parameter α.

2) Choose Φc ∼ Dir(β), where c ∈ C .
3) To generate an argument,

a) Draw a specific argument class c ∼ Θsg

b) Draw an argument n ∼ Φc

In this model, the main variables are the argument
distribution Φ for each argument class and the argument
class distribution Θ for each sense group. They can be
estimated directly, but this approach can get stuck in a local
maximum of the likelihood function. Another method is to
directly estimate the posterior distribution over argument
class c [52]. For posterior inference, we use Gibbs sampling,
which has been shown to be a successful inference method
for LDA [51]. It sequentially samples variables from their
distribution conditioned on the current values of all other
variables. With these samples, we can approximate the
posterior distribution. For the implementation, we use the
Mallet library, and use its default setting that assumes seven
topics.6

4.4 Word Sense Disambiguation

The topic model defines argument class distributions for
each sense group. Let Dk be the argument class distribution
of SGk.

To disambiguate word instance W in the corpus, the
nouns within a window size of five are extracted to serve as
its arguments. 7 We create a test instance with these nouns
and obtain the argument class distribution ofW by the topic
model described above. Let this distribution be DW .

We hypothesized that arguments can help determine
the +/-effect polarity of senses for the given word. Each
word can have several meanings, and the polarity can be
different according to the meanings. We can distinguish
these meanings based on their arguments. That is, our
assumption is that if senses of W have similar types of
arguments, they have the same +/-effect polarity. Thus,
the system chooses the sense group that has the highest
similarity value toDW , since similar types of arguments can
be expected to show similar argument class distributions. In
particular, similarity is assessed as the cosine value between
the distribution vectors DW and Dk, for all Dk, and the k
for which similarity is highest is selected. That is, DW has
higher similarity value to D3 than the others (D1 and D2),

6. Mallet, http://mallet.cs.umass.edu/topics.php
7. The window size is simply a heuristic.

then SG3 is selected. Finally, W is assigned the label of
SGk as its +/-effect label.

5 EXPERIMENTS

In this section, we first describe our data (Section 5.1) and
baselines for comparison (Section 5.2). We provide our
experimental results (Section 5.3), and then we present the
role of word sense clustering (Section 5.4). Finally, we show
the role of manual (vs. automatic) +/-effect sense labels
(Section 5.5).

5.1 Gold Standard Data and Sense Annotations

For evaluation, the SENSEVAL-3 English lexical sample task
data is used.8 It provides training and test data for 57 words
out of which 32 are verbs. Since we consider only verbs as
+/-effect events in this paper, we only utilize the verb data.
We adopt the SENSEVAL-3 test data as our test data, which
has a total of 1,978 instances for the 32 verbs.

To complete the gold standard, +/-effect labels are re-
quired. Although Choi et al. [19] provide their annotated
data, that data does not include the 32 verbs in the Senseval-
3 data. Thus, we manually annotate the senses of all 32
verbs as +effect, -effect, or Null. The total number of senses
is 246. We followed the annotation scheme in [16], [19],
which was found to lead to good inter-annotator agreement
(0.84 percent agreement and 0.75 κ value reported in their
study). Our annotation rate was approximately 100 senses
per hour. Note that sense labeling requires much less effort
than creating sense-tagged training data, and can be viewed
as a manual augmentation of WordNet, which was itself
manually created. For future additional annotations, [19]
give a method for guided manual annotation, where the
model identifies unlabeled words that are likely to have
+/-effect senses.

According to the manual annotations, among 246 senses,
49 senses (19.9%) are +effect, 36 (14.6%) are -effect, and the
rest are Null. Among 32 verbs, 2 have +effect, -effect, and
Null senses, and 20 have Null and one of +/-effect senses.
Thus, we see that 68.75% (22/32) of the verbs chosen for
inclusion in SENSEVAL-3 require sense disambiguation to
determine +/-effect labels for word instances.

Based on the sense labels, labels are assigned to the
SENSEVAL-3 data to create the gold standard used as test
data in all the experiments reported in this paper. The
test data consists of 467 +effect, 108 -effect, and 825 Null
instances. Importantly, note that since our proposed method
is a knowledge-based WSD approach, we do not need any
training data.

5.2 Baselines

As one baseline system, we adopt Word-
Net::SenseRelate::TargetWord,9 which is an unsupervised
WSD method that is freely available [34]. In the table

8. SENSEVAL-3, http://www.senseval.org/
9. WordNet::SenseRelate, http://senserelate.sourceforge.net/
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TABLE 1
Experimental results for All (all 32 verbs) and Conf (22 verbs with +/-effect ambiguity) set.

Majority BL1:SenseRelate BL2:GWSD Our Method
All Conf All Conf All Conf All Conf

Accuracy 0.701 0.625 0.535 0.519 0.499 0.425 0.880 0.833

+effect
Precision 0.807 0.814 0.568 0.534 0.791 0.776

Recall 0.000 0.000 0.449 0.469 0.368 0.344 0.808 0.794
F-measure 0.577 0.595 0.447 0.418 0.799 0.785

-effect
Precision 0.620 0.438 0.556 0.410 0.943 0.921

Recall 0.000 0.000 0.220 0.130 0.425 0.313 0.817 0.759
F-measure 0.325 0.200 0.482 0.355 0.875 0.832

Null
Precision 0.701 0.625 0.804 0.773 0.834 0.736 0.909 0.856

Recall 1.000 1.000 0.606 0.650 0.550 0.477 0.914 0.864
F-measure 0.824 0.769 0.691 0.706 0.663 0.579 0.911 0.860

of results, this system is referred to as BL1:SenseRelate.
Because it performs unsupervised WSD, it does not require
sense-tagged training data. Since it is a WSD method, its
output is a sense. Thus, after running it, we assign +/-effect
labels based on the manually annotated senses described
above. Among 1,978 instances in the test data, it does not
provide any sense information for 691 instances (34.93%).

Another system is GWSD (BL2:GWSD), which is an
unsupervised graph-based WSD system developed by Sinha
and Mihalcea [53].10 Since its output is also a sense, we
assign +/-effect labels based on the manually annotated
senses similar to the strategy used for the previous baseline.
When we run GWSD, we select the verbs as the target part
of speech, Leacock & Chodorow (lch) as the similarity metric
used to build the graph, six for the window size, and indegree
for the graph centrality measure (indegree was found to
have a performance comparable to other more sophisticated
measures, and it is more efficient).

The other baseline system, called Majority Baseline
simply chooses the majority class (Null).

5.3 Experimental Results

We evaluate our system for two verb sets: All consists of
all 32 verbs and Conf contains the 22 verbs with +/-effect
ambiguity.

Table 1 shows results for the Majority baseline,
BL1:SenseRelate, BL2:GWSD, and our system. It gives accu-
racy, precision (P), recall (R), and f-measure (F) for all three
labels.

While BL1:SenseRelate has the highest +effect precision
and Majority baseline has the highest Null recall (as it
assigns everything to the Null class), our system is substan-
tially better on all other measures.

As we mentioned in Section 5.2, two baseline systems
(except Majority) did not detect any sense information
for many instances, so their recall is low. Nevertheless,
they show high +effect and Null precision. In addition, in
BL2:GWSD, the accuracy is quite good.

10. GWSD, https://web.eecs.umich.edu/˜mihalcea/downloads.html

However, our system outperforms them. It shows high
recall scores for all three labels and the best accuracy score.
Moreover, our system is better at detecting -effect events
than all three baselines. In fact, the overall accuracy is 0.83
and all three f-measures are over 0.78, representing a good
performance for a WSD approach that is not supervised.

Table 2 and Table 3 shows the role of argument types.
As we explained in Section 4.2, we utilize gloss information
and semantic relations in WordNet to extract arguments
for selectional preferences. All cases of arguments are as
follows:

• ArgSet1: All nouns (Ns) in gloss information of
senses S in each sense group.

• ArgSet2: Synsets of Ns.
• ArgSet3: All nouns in gloss information of hyper-

nyms of S.
• ArgSet4: All nouns in gloss information of tro-

ponyms of S.
• ArgSet5: All nouns in gloss information of verb

groups of S.

Table 2 presents the performance of each argument type
and all of them. Based on our experiments, we get the
best result with the combination of ArgSet1, ArgSet2, and
ArgSet5. Table 3 shows the results of backward-ablation.
We can know that each argument type is helpful to our task
even though the difference is not big.

5.4 The Role of Word Sense Clustering

As described above, sense groups can be simply grouped
by label. That is, each word has one sense group for each
label. In this case, each word can have at most 3 groups:
+effect, -effect, and Null. We call this method the fixed sense
grouping.

Table 4 shows the result of the fixed sense grouping
(Fixed) based on manually annotated senses described in
Section 5.1. It also includes results for full fine-grained WSD
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TABLE 2
Performance of argument types on the Conf (22 verbs with +/-effect ambiguity) set.

+effect -effect Null Accuracy
P R F P R F P R F

ArgSet1 0.775 0.794 0.784 0.921 0.759 0.832 0.856 0.863 0.860 0.832
ArgSet2 0.773 0.791 0.782 0.921 0.759 0.832 0.855 0.862 0.858 0.831
ArgSet3 0.767 0.791 0.779 0.921 0.759 0.832 0.854 0.857 0.856 0.828
ArgSet4 0.726 0.804 0.763 0.921 0.759 0.832 0.855 0.822 0.838 0.811
ArgSet5 0.772 0.836 0.803 0.921 0.759 0.832 0.876 0.854 0.865 0.841
ArgAll(ArgSet1-5) 0.776 0.794 0.785 0.921 0.759 0.832 0.856 0.864 0.860 0.833
Best(ArgSet1,2,5) 0.778 0.838 0.807 0.921 0.759 0.832 0.877 0.858 0.868 0.844

TABLE 3
The results of backward-ablation on the Conf (22 verbs with +/-effect ambiguity) set.

+effect -effect Null Accuracy
P R F P R F P R F

ArgAll(ArgSet1-5) 0.776 0.794 0.785 0.921 0.759 0.832 0.856 0.864 0.860 0.833
ArgAll - ArgSet1 0.766 0.796 0.781 0.921 0.759 0.832 0.856 0.856 0.856 0.829
ArgAll - ArgSet2 0.755 0.800 0.777 0.921 0.759 0.832 0.857 0.847 0.852 0.825
ArgAll - ArgSet3 0.770 0.814 0.791 0.921 0.759 0.832 0.865 0.856 0.861 0.835
ArgAll - ArgSet4 0.773 0.812 0.792 0.921 0.759 0.832 0.864 0.858 0.861 0.836
ArgAll - ArgSet5 0.768 0.810 0.788 0.921 0.759 0.832 0.863 0.855 0.859 0.833

TABLE 4
Comparison among fine-grained WSD (No Groups), a fixed number of sense groups (Fixed),

and a variable number of sense groups (Our Method) on Conf set.

No Group Fixed Our Method

Accuracy 0.585 0.758 0.833

+effect
P 0.502 0.689 0.776
R 0.699 0.743 0.794
F 0.584 0.715 0.785

-effect
P 0.500 0.638 0.921
R 0.798 0.815 0.759
F 0.615 0.716 0.832

Null
P 0.713 0.824 0.856
R 0.490 0.760 0.864
F 0.581 0.791 0.860

(No Group). The same gold standard test set continues to be
used for all experiments and only the Conf set is evaluated.

As expected, accuracy and all f-measures are the worst
for fine-grained WSD, where no sense grouping is per-
formed. Also, accuracy and all f-measures are substantially
better than Fixed after automatically refining the system’s
sense inventory via clustering.

Following is an example illustrating how clustering can
improve performance. Consider suspend, which has 5 -effect
senses and 1 Null sense. Following are examples from
SENSEVAL-3. The sense in Ex1-Ex2 is S3, bar temporarily.
The sense in Ex3-Ex4 is S5, make inoperative or stop.

(Ex1) S3: He was later suspended for two European
games for unsporting behaviour.
(Ex2) S3: He was suspended for two years after he
tested positive for drugs when finishing second in
the 1988 New York race.
(Ex3) S5: France is to suspend nuclear tests at
its South Pacific atoll site, Mururoa, this year,
M Pierre Beregovoy, Prime Minister, said in his
inaugural speech to parliament yesterday.
(Ex4) S5: That was good enough to prompt Gordon
Taylor, the PFA chief executive, to suspend the
threat of industrial action.
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Fig. 2. Learning curve on Conf with increasing percentages of manual
sense annotations.

S3 and S5 are both -effect, so a fixed sense grouping
forces them into the same group. But the contexts in which
S3 and S5 are used are different, and the topic model must
contend with one -effect group which includes quite varied
contexts (sports related, politics related, etc). In fact, the
system incorrectly labels Ex3 as Null when the fixed sense
groupings are used. With clustering, the system gets all of
Ex1-Ex4 correct. A singleton cluster is correctly created for
the Null sense (suspension in a fluid). S3 and S5 are placed
into separate groups with other senses. With these purer
sense groups, the topic model is able to better model the
selectional preferences and provide more accurate results.

5.5 The Role of Manual +/-Effect Sense Labels

Recall that the WSD system assigns the same label to all
the senses in a cluster (the majority label, or Null if there
isn’t one). In Section 5.3 and Section 5.4, we used manually
labeled sense data explained in Section 5.1. While sense la-
beling requires much less labor than sense tagging corpora,
it is still desirable not to require full manual sense tagging.
In this section, we also utilize EffectWordNet, which auto-
matically labels all verb senses with +/-effect labels [19].11

Figure 2 presents a learning curve with increasing per-
centages of (randomly selected) manual sense labels to
determine cluster labels. We only show results for variable
sense grouping because we carried out experiments on Conf
set using 100% automatic labels comparing fixed versus
variable sense grouping, and found that performance is
much better with variable sense grouping.

On the left, 100% of the labels are automatic. Accuracy
is 57.7% which is lower than the 84.4% accuracy reported
in Table 1, when 100% of the manual labels are used.
The f-measures are lower as well (51 <78.5 for +effect;
80 <83.2 for -effect; and 62 <86.0 for Null). Fortunately,
with only 65% of manually annotated senses, we are
close to maximum performance; with 80%, we reach the
maximum performance. This suggests that, until all verbs
have been manually labeled, good performance can still
be obtained using some automatic labels to fill out coverage.

11. EFFECTWORDNET, http://mpqa.cs.pitt.edu/lexicons/

6 CONCLUSIONS

In this paper, we investigated a knowledge-based coarse-
grained +/-effect WSD approach, which identifies the
+/-effect of a word sense based on its surrounding context.
Our goal was to show that we can effectively identify the
+/-effect events in a given text, which is different from
typical WSD systems.

Since our purpose is to determine whether an instance of
a word in the corpus is being used with a +effect, -effect, or
Null sense, we do not need to perform fine-grained WSD
to pinpoint the exact sense. Thus, we performed coarse-
grained WSD, which is often more tractable than fine-
grained WSD. Moreover, because the amount of available
sense-tagged data is limited, we conducted a knowledge-
based WSD method, that exploits WordNet relations and
glosses, rather than supervised WSD. That is, our method
does not require any sense-tagged training data.

The method we proposed relies on selectional prefer-
ences. Selectional preferences are modeled using LDA. We
used automatic clustering based on the preference argu-
ments, which is extracted from WordNet information, to
create a sense inventory customized to our task.

Through several experiments on a test dataset consisting
of sense tagged data drawn from SENSEVAL-3, we showed
that our method achieves very good performance, with
an overall accuracy of 0.83, which represents a signifi-
cant improvement over three competitive baselines. For the
+effect label, even though the precision in one baseline
(BL1:SenseRelate) is higher than our method, we show a
significant improvement in the recall. For the -effect label,
our method outperforms all the baseline systems for all
the measures. With a majority baseline, since the majority
is Null, the recall of Null is 1.0. Although our system
has lower recall, we show better precision and f-measure.
Also, we show that each argument type used for selectional
preferences is helpful to our task.

Moreover, we explored the role of word sense cluster-
ing. In our experiments, the variable sense grouping (i.e.,
allow more than one sense group with the same label)
outperforms the fixed sense grouping (i.e., one sense group
for each label) and fine-grained WSD (i.e., no grouping).
Since it can have purer sense groups with the variable
sense grouping, the topic model is able to better model the
selectional preferences and provide more accurate results.

Finally, we showed that good performance can still
be obtained when automatic labels are used to maximize
coverage.
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