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SUMMARY A resonant-tunneling-diode (RTD) based sense
amplifier circuit design has been proposed for the first time to
envision a very high-speed and low-power memory system that
also includes refresh-free, compact RTD-based memory cells. By
combining RTDs with n-type transistors of conventional com-
plementary metal oxide semiconductor (CMOS) devices, a new
quantum MOS (Q-MOS) family of logic circuits, having very low
power-delay product and good noise immunity, has recently been
developed. This paper introduces the design and analysis of a
new QMOS sense amplifier circuit, consisting of a pair of RTDs
as pull-up loads in conjunction with n-type pull-down transistors.
The proposed QMOS sensing circuit exhibits nearly 20% faster
sensing time in comparison to the conventional design of a CMOS
sense amplifier. The stability analysis done using phase-plot
diagram reveals that the pair of back-to-back connected static
QMOS inverters, which forms the core of the sense amplifier,
has meta-stable and unstable states which are closely related to
the I-V characteristics of the RTDs. The paper also analyzes in
details the refresh-free memory cell design, known as tunneling
static random access memory (TSRAM). The innovative cell de-
sign adds a stack of two RTDs to the conventional one-transistor
dynamic RAM (DRAM) cell and thereby the cell can indefinitely
hold its charge level without any further periodic refreshing. The
analysis indicates that the TSRAM cell can achieve about two
orders of magnitude lower stand-by power than a conventional
DRAM cell. The paper demonstrates that RTD-based circuits
hold high promises and are likely to be the key candidates for
the future high-density, high-performance and low-power mem-
ory systems.
key words: resonant-tunneling diode, DRAM, sense ampli�er,

instability, refresh-free

1. Introduction

The present large demand for high-speed and low-power
memory systems has mainly fueled by the explosive
growth of large-scale computing and communication
systems. Over the past few decades, device dimensions
have progressively diminished using the well-known de-
vice scaling law in order to meet the increasing needs
for higher computing and communication speeds as well
as lower energy consumption of pervasive communica-
tion and portable electronic systems. Memory devices,
especially dynamic random access memories (DRAMs),
owing to the tiny size of its memory cell consisting of
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a vertically integrated capacitor and a pass transistor,
define the cutting edge of the VLSI technology. Tak-
ing advantages of device scaling, the DRAM industry
has relentlessly quadrupled the memory chip size every
three years or so, since their first introduction in the
early 1970’s. The DRAM chip integration density has
recently reached the gigabit mark and is projected to
grow to 64 Gbits before the device scaling reaches its
final limits somewhere near 2010 [1].

This growth potential of DRAM chips, however, is
possible if the industry can grapple with the concomi-
tant problems of rising chip power consumption and
diminishing improvement in chip access time. As the
density of integration increases, the accompanying in-
crease in RC delays of longer bit and word lines reduce
the memory read/write access times. Also, larger mem-
ory chips with billion transistors require significantly
more energy consumption for cell refreshing. Further-
more, increased junction leakage currents associated
with deeper sub-micron CMOS technology not only in-
creases the refresh power dissipation of a gigabit DRAM
chip, but it also mandates the use of more reliable cells
with higher storage capacitance.

Since these are intrinsic problems of CMOS tech-
nology emanating from progressive device scaling, al-
ternative avenues must be explored to incorporate rad-
ical changes in the existing CMOS technology as well as
to design new circuit configurations that may obviate
cell refreshing and compensate for increasing intercon-
nect delays. Quantum effect devices are envisioned as
a viable solution to these two formidable problems that
stand as roadblocks for the future growth of DRAM
chips. These devices have extremely fast switching
speed and fold-back I-V characteristics owing to elec-
tron tunneling through quantum barriers. These two
features can be utilized to design ultra-fast and com-
plex digital gates which use less active devices and can
perform pipelining at the gate level due to the bista-
bility of quantum devices. Though a large number
of quantum effect devices have been proposed by the
device researchers, resonant tunneling diodes (RTDs)
have gained much attention because of their compatibil-
ity with many conventional technologies such as HBTs,
HEMTs, HFETs and MOSFETs. Such RTD-based
emerging technologies hold tremendous potential for
dramatic improvements in VLSI circuits [2].

Recently, Wagt, et al. proposed a revolutionizing
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DRAM cell design, called tunneling SRAM (TSRAM),
consisting of a pair of RTDs to store the cell informa-
tion. RTDs, connected in tandem, can hold the charge
level of the cell indefinitely replenishing continually the
charge loss caused by the cell leakage currents, like the
weak inversion current, field current and dark current.
Unlike in DRAM cell design, where capacitors are dy-
namically and periodically refreshed through highly ca-
pacitive bit lines, TSRAM cells do not require sepa-
rate refreshing, and thereby the power consumption of
a TSRAM memory chip is considerably lower than a
DRAM chip employing external or auto-refreshing [3].
In this paper, a novel RTD-based sense amplifier cir-
cuit, called a quantum MOS (QMOS) sense amplifier,
is also proposed and its operation is analyzed and ver-
ified through SPICE simulation. The sense amplifier is
shown to have better response time than a pure CMOS
sense amplifier. Finally, the paper demonstrates how by
combining RTDs with CMOS devices, low-power and
high-speed memory system can be built.

2. RTD-Based Memory System

Figure 1 represents the proposed RTD-based mem-
ory system, consisting of QMOS sense amplifier and
TSRAM cell. In the TSRAM, a pair of negative dif-
ferential resistance (NDR) devices (N3 and N4), such
as RTDs or Esaki tunneling diodes (TDs), with their
current densities comparable to the cell leakage cur-
rent, is added between access transistor (M7) and stor-
age capacitance (CS) [3]. The QMOS sense amplifier
is formed by the cross-coupled inverter latch. It con-
sists of the RTD pull-up loads (N1 and N2), NMOS
transistors (M1 and M2), and switching transistors
(M5−M8). The bit-line pair is connected to the drain
of M1 and M2.

2.1 Stand-by Mode

In the stand-by mode, each cell is isolated from the
bit line. As shown in Fig. 2, the cell voltage stored in
the cell capacitor is latched at either VH or VL, which
corresponds to logic ‘high’ and ‘low,’ respectively. In
the diagram, iA and iB indicate the currents through
N3 and N4, respectively, and il is the cell leakage cur-
rent. Because of this bistable property, the cell can
indefinitely hold its information and consequently the
memory array does not require any periodic refreshing
as is required in conventional DRAM chips. In order to
reduce the stand-by power consumption, the currents
through both N3 and N4 should be held as low as pos-
sible. The current drive capabilities of N1 and N2, on
the other hand, should be as large as those of the M1
and M2 transistors, because the sense amplifier circuit
should drive the bit-line pair quickly.

Fig. 1 Proposed RTD-based memory system.

Fig. 2 Load line diagram of TSRAM cell.

2.2 READ/WRITE Operation

In the READ operation, the bit lines are precharged to
half-VDD. When the access transistor (M7), turns ON,
charge sharing between the bit-line and the accessed cell
induces a small voltage difference between the BIT and
BIT nodes. Once the voltage difference is established,
control signals (SE and SE), activate the cross-coupled
latch, and the small voltage difference is amplified to
push the BIT voltage to either VDD or 0, depending
on the sign of initial voltage difference. Although the
stored data is destroyed due to the charge sharing, it is
restored by the sense amplifier like in a normal DRAM
read operation. The RTD-pair circuit in the TSRAM
has no influence on this READ operation, because the
current drive capability of N3 and N4 is much smaller
than the drive capabilities of the access transistor and
the sense amplifier circuit.

In theWRITE operation, the input data is written
to the cell through the access transistor by charging the
bit line connected to the selected cell to either VH +VT

or VL − VT , depending on the input data, where VT

is the threshold voltage of the access transistor. The
RTD pair circuit, N3 and N4, has no influence on the
WRITE operation.
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Fig. 3 Load line diagram for QMOS inverter circuit.

3. Analysis of RTD-Based Memory System

In this section, the circuit performance of the RTD-
based memory system is analyzed in detail and com-
pared with the conventional DRAM system.

3.1 Operation Speed

As described in the previous section, the RTD pair cir-
cuit has no influence on the READ/WRITE operation.
Hence, the access time is determined mainly by the
time needed for charging/discharging of the bit line
through its sense amplifier. Figures 3 and 4 show a
load line diagram of a QMOS inverter used for this
analysis, and the SPICE simulation result of sensing
time of the coupled QMOS inverter, respectively. The
RTDs with IP = 718µA, VP = 0.8V, IV = 77.4µA,
VV = 1.92V, and VSEC = ∞, and the NMOS tran-
sistors with β = 2.0 × 10−4A/V2 and VT = 0.72, are
used, where the IP , VP , IV , VV , and VSEC represent a
peak current, a peak voltage, a valley current, a valley
voltage and a second peak voltage for the RTD char-
acteristics, respectively. The β and VT denote the gain
and threshold voltage, respectively, for the NMOS tran-
sistor. The initial value of the bit line voltage is 1.8V
and 1.7 V, and its capacitance is assumed to be 0.5 pF.

The dashed line in Fig. 4 indicates the sensing time
of CMOS sense amplifier shown for the comparison.
The NMOS characteristics are assumed to be the same
in the both sense amplifier circuits. The PMOS char-
acteristics of the CMOS sense amplifier is assumed to
be symmetric to the NMOS characteristics (βP = βN ,
VTP = −VTN ). The sensing time, defined as a time at
which both conditions v1 > 0.9VDD and v2 < 0.1VDD

are simultaneously satisfied, is about 20% faster than
that of the CMOS. Since the RTD, as a pull-up load de-
vice, can drive more current than an equivalent PMOS
load device, the sensing time improves in the Q-MOS

Fig. 4 Simulation results for QMOS and CMOS sense amplifier
circuit.

sense amplifier. As the current drive capability of the
pull-up load is larger, the charging time of the bit-
line capacitance becomes shorter. This fast charging
time induces the reduction of discharging time of other
bit-line capacitance also, because the NMOS transistor
of the discharging circuit quickly turns ON due to the
cross-coupled connection.

Another improvement of speed performance in
this system comes from the refresh-free operation due
to the TSRAM configuration. Unlike in memory
chips that require periodic refreshing, in TSRAM the
READ/WRITE operation can be done at any time.

3.2 Stand-by Power Consumption

Since the switching transistors, M5 − M8, inactivate
the cross-coupled latch during the stand-by mode, the
sense amplifier circuit consumes no static power. The
static power of the TSRAM cell, on the other hand,
is determined by the cell leakage current and latching
current. As shown in Fig. 2, in order to guarantee the
bistability, the peak currents of N3 and N4 should be
satisfied by the condition given by:

IP > IV + Il, (1)

where IP and IV are the peak and valley currents of
N3 and N4, and Il is the cell leakage current. Here
the latching current of the RTDs is assumed to be IV .
Because of their extremely small sizes, DRAM cells are
very sensitive to chip defects. As the density of DRAM
increases, the chip yield could be very low. Let γ be
the ratio between the maximum cell leakage current
(Imax

l ) and the average leakage current (Il). The value
of γ as high as 50 were reported in the 16 Mb DRAM,
although the fraction of the bad cell is as small as 10−6

[4]. Since Eq. (1) should be satisfied for all cells, the
valley current should be larger than the Imin

V , which is
given by,

Imin
V =

γ

PV CR − 1Il, (2)
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where PV CR is the peak-to-valley-current-ratio of the
RTDs. The stand-by power per cell is given by,

PTSRAM = (IV + Il)VDD

=
(

γ

PV CR − 1 + 1
)

IlVDD (3)

3.2.1 Comparison with DRAM

The most significant difference between the TSRAM
and DRAM is the stand-by operation. The DRAM
needs a repeated refresh operation to hold the cell in-
formation, while the TSRAM has no refresh operation
due to the data latching by RTD circuit. In this section,
power consumption of the DRAM refresh operation and
that of the TSRAM stand-by operation are compared.

As shown in the Appendix, the power consumption
of the DRAM due to the refresh operation is given by,

PDRAM =
1
tR
(CB + CS)VDD

(
1
2
VDD,−∆v

)
(4)

where tR is the cell retention time, ∆v is the bit-line
voltage change due to charge sharing. When the detec-
tion limit of the sense amplifier circuit, Vr, is ideally 0,
the above equation simply becomes

PDRAM = γ

(
1 +

CB

CS

)
IlVDD (5)

As γ increases, the power for both DRAM and TSRAM
increases almost linearly. The ratio between PDRAM

and PTSRAM is proportional to the CB/CS as well
as the PV CR. Because of the factor, CB/CS , which
is typically more than 10, the PDRAM becomes much
larger than the PTSRAM . In other words, one of the rea-
sons for larger power consumption in DRAM emerges
from the fact that it necessitates charging the bit line
having much larger capacitance than a cell for each re-
fresh operation. The increase in the PV CR value also
increases the power ratio, PDRAM/PTSRAM .

Furthermore, when Vr has a finite value, the power,
PDRAM increases, resulting in larger power ratio. Fig-
ure 5 shows the comparison between power consump-
tions in TSRAM (Eq. (3)) and in DRAM (Eq. (4)) as
a function of Vr, when VDD = 3.6V, CS = 27 fF,
CB = 270 fF, Il = 1 fA, and γ = 50. The PDRAM is
normalized by the PTSRAM = 0.048 pW. The PV CR
of TSRAM is assumed to be 5. Despite the value of
PDRAM is slightly underestimated in the calculation, it
is still about two orders of magnitude higher than the
power consumption of a TSRAM, in the practical Vr

range (� 0.1 V).
It should be noted that considering the effect of

variation in the RTD currents, the power consump-
tion of the TSRAM is increased. This variation can be
treated as an increase of the γ value in Eq. (3). The
power consumption increases almost linearly against

Fig. 5 Comparison of power consumption for the DRAM and
TSRAM.

the γ. However, the redundancy cell scheme, which
is widely used in the recent high density DRAM, can
avoid a significant increase of γ value.

3.3 Stability

The sense amplifier detects the small bit-line voltage
difference and accordingly pushes the bit-line voltage
to VDD or 0V, as shown in Fig. 4. The sensing time as
well as the convergence value are sensitive to the initial
conditions. In this section, the stability of the QMOS
sense amplifier against the fluctuation of initial bit-line
voltage is discussed by using phase diagram.

The circuit equation of Fig. 1 during the sensing is
given by

CB
dv1
dt

= IRTD(VDD − v1)− ITR(v2, v1) (6)

CB
dv2
dt

= IRTD(VDD − v2)− ITR(v1, v2) (7)

where CB is the bit-line capacitance, v1 and v2 are BIT
and BIT voltages. The IRTD(v) and ITR(vg, vds) in-
dicate the current-voltage characteristics of the RTDs
(N1 and N2) and the NMOS transistors (M1 andM2),
respectively, which are given by

IRTD(v) =




IP
VP

v (0 ≤ v < VP )

IP − IP − IV
VV − VP

(v − VP )

(VP ≤ v < VV )

IV + IP − IV
VSEC − VV

(v − VV ) (VV ≤ v)

(8)

and

ITR(vg, vds)=




0 (vg < VT )

β[(vg − VT )vds − v2ds/2]
(vds < vg − VT )

β
2 (vg − VT )2 (vds ≥ vg − VT )

(9)
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Fig. 6 Voltage transfer characteristics of QMOS inverter pair.

where the IP , VP , IV , VV , and VSEC represent the peak
current, the peak voltage, the valley current, the valley
voltage and the second peak voltage for the RTD char-
acteristics, respectively. The β and VT are gain and
threshold voltages, respectively, for the NMOS transis-
tor.

Figure 6 shows voltage transfer characteristics
(V TC) of each inverter. The solid and dashed V TC
lines indicate the solution for dv2/dt = 0 and dv1/dt =
0, respectively. The intersection points, therefore, rep-
resent the equilibrium points of Eqs. (6) and (7). Unlike
the CMOS sense amplifier, the QMOS sense amplifier
circuit has three stable points (A, B, and C), one meta-
stable point (D), and one unstable point (E), due to
its Z-shaped V TC, as shown in Fig. 6.

The solution of Eqs. (6) and (7) for a given initial
condition is discussed using phase diagram. The dot-
ted lines in Fig. 6(b) indicate the trajectory curves of
Eqs. (6) and (7) for different initial conditions. From
the point P1(1.8, 1.7), where dv1/dt > 0 and dv2/dt <
0, the solution directly goes to the stable point B
(Fig. 4). From P2(2.0, 1.9) or P3(2.4, 2.3), where both
dv1/dt, and dv2/dt, > 0, the trajectory once goes up-
ward, and when it reaches to the solid V TC curve, it
turns to the downward, resulting in going to the point
B. When it starts from the point P4(2.5, 2.4), however,
the solution reaches to the dashed V TC curve, resulting
in convergence to the point C, exhibiting an erroneous
operation of the sense amplifier.

This erroneous behavior can be controlled by opti-
mizing the RTD parameters. If the point F on the solid
V TC curve, corresponding to the peak position of RTD
characteristics, is moved closer to the line of v2 = v1,
the instability is reduced. The v1 and v2 values at point
F , which is determined by the peak current and voltage
of the RTD characteristics, are given by

v1|F = VT +

√
2IP

β

Fig. 7 Initial voltage fluctuation dependence of the sensing
time.

v2|F = VDD − VP (10)

From the above equations, when IP is decreased,
the point F is moved to left. When VP is decreased, on
the other hand, the point F is moved upward. There-
fore, the decrease of IP and/or VP can reduce the insta-
bility. Figure 7 shows an initial condition dependence
of the sensing time for three different peak voltage val-
ues (VP =0.8, 0.6, and 0.4V). The initial condition for
v1(t) and v2(t) are assumed to be,

v1(0) = v2(0) + 0.1
v2(0) = VDD/2 + ∆v (11)

where ∆v indicates the voltage fluctuation during the
bit-line precharge cycle. As shown in Fig. 6 (b), when
∆v equals to 0.6V at VP = 0.8V, which corresponds
to the point P4 in Fig. 6 (b), the sensing time becomes
infinity due to the erroneous operation. Figure 7 indi-
cates that the reduction of VP can increase the normal
operation margin against the initial voltage fluctuation
without degrading the sensing speed.
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3.4 Memory Cell Capacitor

One of the most critical challenges which gigabit den-
sity DRAM designers confront now is the memory cell
capacitance. Memory cell capacitance is a critical pa-
rameter that determines the sensing signal voltage,
sensing speed, data retention time, and vulnerability
for soft error. From Eq. (A· 3) and Eq. (A· 4) in the Ap-
pendix, the minimum capacitance value, Cmin

S , is given
by,

Cmin
S =

VrCB + IltR
VDD/2− Vr

(12)

Because of the lower supply voltage and increased junc-
tion leakage current due to high doping density, the
higher memory cell capacitance will be needed in the
gigabit density DRAMs [1].

The TSRAM cell can alleviate the cell capacitor
limitation to some extent. The required minimum cell
capacitance of the TSRAM cell is independent of the
cell leakage current, and is given by

Cmin
S TSRAM =

VrCB

VDD/2− Vr
(13)

This condition shows that the bit-line voltage shift due
to charge sharing during a READ operation should be
larger than the detection limit of the sense amplifier. In
addition, the intrinsic capacitance of N3 and N4 also
works as a node capacitance.

3.5 Cell Area

Disadvantages of the TSRAM include slight increase in
cell area and the addition of one extra bias line in the
cell layout. Since the current level needed for the RTDs
is small, the area could be reduced by adjusting the
peak current density. For example, in order to obtain
the peak current density of 0.1 pA, which is about 100
times larger than the typical cell leakage current, the
RTD with its peak current density of 10−3 A/cm2 occu-
pies only a 0.01µm2. The area of the RTD is limited by
the size of the contact hole. By forming the RTD pairs
on the drain region of the access transistor, the cell area
becomes minimum. Since the TSRAM cell needs a con-
tact between upper RTD and power supply (VREF ) and
a contact between lower RTD and cell plate in addition
to the bit-line contact, the word line contact, and the
cell capacitance contacts, the theoretical limitation of
the cell area is estimated to be 10λ2, where λ is the
minimum technological feature size. An example of the
TSRAM cell layout is shown in Fig. 8. The area of
TSRAM cell is larger than that of the DRAM whose
theoretical lower bound is 6λ2 (open bit-line scheme).
However, recent needs for high cell capacitance in the
gigabit density DRAMs tends to increase the cell area
from their theoretical bounds. Therefore, the difference
for both cell areas is not significantly large.

Fig. 8 Cell layout of TSRAM.

3.6 RTD Configuration

In our RTD-based memory system, two kinds of RTDs
with different current densities are necessary. The cur-
rent density of the RTD used in the TSRAM cell should
be as low as possible to reduce the stand-by power con-
sumption, while that in the sense amplifier should be
as large as possible to increase the sensing speed. The
fabrication of two kinds of RTDs at different places,
however, induces an area penalty, which in particular
is a serious problem in the TSRAM cell design. In this
section, we would like to briefly discuss how to inte-
grate two kinds of RTDs without increasing the area.
Since the RTD is a vertical transport device, several
RTDs can be stacked vertically. In this system, the
RTD with smaller current density should be stacked
on that with larger current density. In the sense am-
plifier circuit, where the lower-side RTD is used, the
upper-side RTD is removed to make contact directly to
the lower-side RTD. In the TSRAM cell, on the other
hand, where the upper-side RTD is used for the data
latching, the contact is made to the upper-side RTD.
Because of much higher current density of the lower-
side RTD, this lower-side RTD works as a resistor with
low value.

4. Conclusion

This paper demonstrates the design, analysis and simu-
lation of a novel QMOS sense amplifier circuit consist-
ing of RTD pull-up loads and NMOS transistors. Com-
pared to the conventional CMOS sense amplifiers, the
QMOS design exhibits about 20% higher sensing speed
due to the larger current drive capability of the RTD
load. The instability against the initial condition has
been analyzed by drawing phase plot diagram. It has
been found that by reducing the peak current and/or
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peak voltage of the RTDs instability problem can be
circumvented.

In addition to a novel sense amplifier design, the
paper also analyzes the power consumption of a refresh-
free TSRAM cell in comparison with the power budget
of a DRAM cell that needs periodic refreshing. The
stand-by power consumption of the TSRAM was de-
rived theoretically with reference to the DRAM cell
dissipation, and it was observed that the TSRAM cell
power consumption was about two orders of magnitude
lower than DRAM. Further, because of its refresh-free
nature, the TSRAM does not suffer from the high cell
capacitance requirement. Due to increased junction
leakage current in deep sub-micron CMOS technologies,
DRAM cells require larger capacitances to optimize the
design between cell stability, power consumption, cell
area, soft error rate, etc. Since RTDs can be vertically
integrated and can hold the charge level indefinitely,
TSRAM design methodology may alleviate the critical
cell design problems in the future multi-gigabit DRAM
chips.

In order to meet the increasing needs for higher
speeds and lower power budget in portable computing
and communication systems, quantum-MOS (QMOS)
technology with low power-delay product and high
noise immunity may provide a viable solution. QMOS
combines the integration level of CMOS technology
with the bistable latching property of a tunneling de-
vice and thereby it can be employed for gigabit mem-
ory technology. Conventional CMOS technology is
confronting major impediments in the design of high-
performance and low-power DRAM chips. These road-
blocks are due to the intrinsic limitations of the CMOS
technology and a viable solution lies in developing a
CMOS-based new technology that can radically change
the conventional circuit design principle. The paper
reveals the promises of QMOS being one such viable
technology that can be co-integrated with the existing
CMOS technology for enhancing the horizon of VLSI
technology to 50-nm scaling.
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Appendix A: Refresh Operation

In this appendix, the power dissipation due to the re-
fresh operation of DRAM is analyzed. The refresh op-
eration is made by repeatedly performing forced READ
operations. Each forced READ refreshes all cells con-
nected to the same word line. The cell retention time
is limited by the cell leakage current of the worst cell.
Let tR be the cell retention time, which is given by

tR =
CS

Imax
l

(VDD − V min
R ) (A· 1)

where V min
R is the minimum cell voltage when the ac-

cess transistor is ON. The bit-line potential change due
to the charge redistribution is given by

∆v0 =
CS

CS + CB

(
V min

R − 1
2
VDD

)
(A· 2)

Here it is assumed that the bit-line pair is initially
precharged to VDD/2. This charge sharing requires
the power dissipation in the access transistor. From
the condition that ∆v0 > Vr, where Vr is the detec-
tion limit of the sense amplifier, the V min

R in the above
equation is given by

V min
R =

1
2
VDD +

CS + CB

CS
Vr (A· 3)

The node voltage and bit-line potential change of the
normal cell with its leakage current of Il, then, become

VR = VDD − Il

CS
tR

= VDD − 1
γ
(VDD − V min

R ) (A· 4)

and

∆v =
CS

CS + CB

(
VR − 1

2
VDD

)
, (A· 5)

respectively. After charge sharing occurs, the sense am-
plifier is activated, resulting that the bit line and cell
node are charged from 1/2VDD + ∆v to VDD, while
the bit line is discharged from 1/2VDD to 0. During
this (dis)charging process, the sense amplifier dissipates
some power.

At the end of the previous active cycle, one bit
line is at VDD and the other is at 0 V. Turning on
the equalization device, which shorts two bit-line halves
together, induces the charge sharing between the bit
lines, resulting in an initial precharge level at nearly
half VDD. The cell voltage is reduced to VR due to the
cell leakage current. Table A· 1 summarizes the voltage
value for the cell, bit line, and bit line at each stage.

The total power dissipation comprises of dissipa-
tions due to the access transistor during charge sharing
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Table A· 1 Voltage value for the cell and bit-line pair.

cell bit line bit line

initial VR
1
2
VDD

1
2
VDD

charge sharing 1
2
VDD +∆v 1

2
VDD +∆v 1

2
VDD

sensing VDD VDD 0

precharging VR
1
2
VDD

1
2
VDD

process, the sense amplifier circuit during the charg-
ing/discharging the bit lines, the equalization transis-
tor during the precharging cycle, and the cell itself due
to the leakage current. It is equal to the power drawn
from the power supply during the bit-line charging. In
order to estimate this value, we assume an ideal case,
in which all the current from the power supply is used
to charge the bit-line. Under this condition, the power
drawn from the power supply is given by

PDRAM =
1
tR

∫ T

0

VDDi(t)dt

=
1
tR
(CB + CS)VDD

∫ VDD

VDD/2+∆v

dv (A· 6)

=
1
tR
(CB + CS)VDD

(
1
2
VDD −∆v

)

where T is the sensing time, i(t) is the charging current
flowing from the power supply. From this equation, the
Eq. (4) is obtained. And when the Vr is equals to 0, the
Eq. (5) is obtained.
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