
IEEE TRANSACTIONS ON COMPUTERS,  VOL.  47,  NO.  9,  SEPTEMBER  1998 947

Multiple-Valued Signed-Digit Adder Using
Negative Differential-Resistance Devices

Alejandro F. González, Student Member, IEEE, and Pinaki Mazumder, Senior Member, IEEE

Abstract—This paper describes a new signed-digit full adder (SDFA) circuit consisting of resonant-tunneling diodes (RTDs) and
metal-oxide semiconductor field effect transistors (MOSFETs). The design is primarily based on a multiple-valued logic literal circuit
that utilizes the folded-back I-V (also known as negative differential-resistance, NDR) characteristics of RTDs to compactly
implement its gated transfer function. MOS transistors are configured in current-mode logic, where addition of two or more digits is
achieved by superimposing the signals of individual wires being physically connected at the summing nodes. The proposed SDFA
design uses redundant arithmetic representation and, therefore, the circuit can perform addition of two arbitrary size binary numbers
in constant time without the need for either carry propagation or carry look-ahead. The SDFA cell design has been verified through
simulation by an augmented SPICE simulator that includes new homotopy-based convergence routines to tackle the nonlinear
device characteristics of quantum devices. From the simulation result, the SDFA cell has been found to perform addition operation in
3.5 nanoseconds, which is somewhat superior to other multivalued redundant arithmetic circuits reported in the literature. The SDFA
cell requires only 13 MOS transistors and one RTD, as opposed to the state-of-the-art CMOS redundant binary adder requiring 56
transistors, and to the conventional multivalued current-mode adder consisting of 34 MOS transistors. In order to verify the
simulation result, a prototype SDFA cell has been fabricated using MOSIS 2-micron CMOS process and GaAs-based RTDs
connected externally to the MOSFET circuit.

Index Terms—Signed-digit arithmetic, multiple-valued logic, quantum electronic resonant-tunneling circuits.xxx
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1 INTRODUCTION

N a conventional ripple-carry adder, the input carry bit may
propagate through the bank of full adders, spanning from

the least significant digit to the most significant digit. There-
fore, the worst-case propagation delay in a ripple-carry adder
is proportional to n, the size of the adder. Other approaches,
such as carry look-ahead, can reduce the propagation delay to
log n time at the expense of additional circuits that not only
introduce irregularity in chip layout but also render the adder
circuit less amenable to comprehensive testing. The signed-
digit number system, originally proposed in 1961 by Avizienis
[1], can be used in adder circuits to restrict carry propagations
only to adjoining cells by eliminating the dependency of the
carry output function on the carry input signal. To restrict
carry propagation, signed-digit number systems employ re-
dundant representation, in which a number different from
zero can be expressed in more than one unique way. In signed-
digit adders, it is possible to perform addition of two arbitrary
size numbers in constant time, and redundant algorithms can,
therefore, help to significantly improve the performance of
arithmetic circuits in applications with large operand sizes.
Signed-digit systems have been adopted by many researchers
and designers in the development of high-performance arith-
metic circuits [2], [3], [4], [5], but compact and efficient imple-
mentation of the signed-digit adders still remains somewhat
elusive with the conventional device technologies.

As MOS technology is rapidly advancing to its physical
limits of feature size shrinking, it is of paramount impor-
tance that device engineers discover alternative enabling
technologies that may employ radically different device
transportation phenomena, such as quantum tunneling
through multiple barrier structures, single-electron-
controlled charge transfer over the coulombian blockade,
charge transfer over complex molecular structures, and
DNA computing. Among a host of nascent technologies
that seem to be extremely promising, quantum electronic
resonant-tunneling devices, such as resonant-tunneling
diodes (RTDs) [6], resonant-tunneling hot electron transis-
tors (RHETs) [7], resonant-tunneling bipolar transistors
(RTBTs) [8], bound-state resonant-tunneling transistors
(BSRTTs) [9], etc., are the most mature and appear to be
imminently viable for commercial introduction. These de-
vices can operate at room temperature and they are com-
patible with conventional technologies such as heterojunc-
tion bipolar transistors (HBTs) [10], [11], and high-electron
mobility transistors (HEMTs) [12], [13].

The nonlinear tunneling characteristics of these devices
can be efficiently harnessed to design multiple-valued cir-
cuits requiring fewer active devices and less amount of
connecting wires between them. Interconnects will pre-
dominantly govern the circuit speed in future gargantuan
multibillion transistor monolithic integrated chips. Multi-
ple-valued logic (MVL) can alleviate the interconnect delay
and routing complexities since multivalued signals convey
more information than binary signals, thus requiring less
amount of interconnects to transmit similar bandwidth of
information [14], [15]. In a signed-digit arithmetic system,
multivalued signal levels are used to perform the arithmetic
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functions much more compactly than the conventional bi-
nary arithmetic system. Resonant-tunneling devices are
inherently bistable devices capable of retaining the output
states after the input signals change their values. This prop-
erty enables the circuit designers to develop deeply pipe-
lined (what is termed as nanopipelining) circuits where
each gate behaves as a bistable latch. This novel feature
allows the circuits to obtain much higher speed and
throughput. In addition to nanopipelining capability, reso-
nant-tunneling devices can be stacked together vertically to
develop multistate memories and multivalued logic gates
[14], [16], [17], [18], [19].

This paper presents a multiple-valued signed-digit full
adder consisting of resonant-tunneling diodes (RTDs) and
MOS transistors. The proposed circuit is built compactly
using only 13 MOS transistors and one two-peak RTD, in
comparison to 56 transistors required by Makino et al.’s
well-known CMOS redundant binary adder [3], and to 34
devices required by an efficient multivalued current-mode
MOS adder proposed by Kawahito et al. [20]. The signed-
digit adder in this paper implements a radix-2 arithmetic
system that uses ternary digit set {-1, 0, +1}. In order to ob-
tain a good noise performance, a three-valued logic system
is used. A mockup prototype of the adder circuit was fabri-
cated using MOSIS 2-micron CMOS process technology and
the RTDs were externally added, since siliconized RTDs are
not yet ready for cointegration with the standard CMOS
technologies. The circuit has been tested to verify its func-
tionality and its measured output waveforms were matched
with its simulated output responses.

At present, RTDs and other quantum tunneling devices
are primarily based on compound-semiconductors such as
gallium arsenide (GaAs) and indium phosphide (InP). Cur-
rently, RTDs cannot be integrated with MOS devices, but
vigorous efforts are being made to monolithically integrate
RTDs and silicon MOS transistors. One of the approaches
being pursued consists of developing NDR devices made of
silicon germanium (SiGe), which is compatible with silicon
technology [21], [22]. Another approach [23] involves lifting
off RTDs from GaAs wafer and then bonding them onto a
silicon host substrate.

The rest of this paper is organized as follows. Section 2
describes the principle of operation of the proposed signed-
digit adder design. Section 3 then analyzes the MOS/RTD-
based multivalued literal circuit, which is the centerpiece of
the proposed signed-digit adder. In Section 4, simulation
and experimental results are presented. Conclusions are
made in Section 5, giving a comparison of the proposed
adder design along with some other fast adder circuits.

2 SIGNED-DIGIT FULL ADDER CIRCUIT DESIGN

This section describes the operation of the proposed signed-
digit full adder (SDFA) circuit. First, the required transfer
characteristics for a three-valued arithmetic (radix-2) will be
described. The circuit implementation of the identified
transfer functions will then be presented. It was found that
RTDs, in conjunction with CMOS devices, offer important
benefits in terms of circuit compactness in two ways. First,
CMOS devices are very useful in a current-mode logic with

wired-summation of digits that saves circuit area. Second,
the folded I-V characteristic of the RTD can be utilized to
build high functionality literal gates which can be put to-
gether to form multiple-valued logic adders, enabling the
ensuing RTD-based adder design to be even more compact.

2.1 Transfer Characteristics
Fig. 1 depicts a block diagram of the signed-digit addition
approach proposed in this work. Lines xi, yi, ci, wi, and si are
three-valued, current-mode signals. Addition of xi and yi is
achieved by simple wired-summation of currents. The
function of the SDFA block is to convert the summation of
input signal, z, to a two-digit representation of the sum
given by digits c and w, that is, rc + w = z where r = 2. The
final sum output, si, is obtained by current-addition of the
interim sum output, wi, and the incoming carry signal, ci-1.
This addition approach corresponds to the signed-digit ad-
dition proposed by Avizienis in [1]. According to signed-
digit arithmetic theory, the radix value should meet the
condition r > 2. In this case, r = 2, however, which leads to
the implementation of a modified signed-digit arithmetic [1].
An important characteristic of the modified signed-digit
arithmetic is that the SDFA block requires as inputs both its
corresponding input signal, z, and the input to the next less-
significant adder slice, zi-1. The use of input zi-1 in the
SDFA cell is explained next.

The transfer functions of the SDFA block are defined so
that w and c always represent the arithmetic value of x + y.
Fig. 2 shows the transfer functions for the interim sum, w,
and the carry, c, signals in the SDFA cell. All the digits in the
graph are positive because the circuit will use only positive
currents. In this case, the signed-digit 0 is represented by a
current level “3,” digit -2 is represented by current “1,” and
so on. There are two pairs of transfer functions, and the

Fig. 1. Block digram of the implemented totally-parallel addition
approach.
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working pair is selected by the value of zi-1. This input sig-
nal is used to determine if ci-1 ¡  -1, which indicates when
the SDFA cell is allowed to generate an output w = -1 with-
out causing invalid s current levels to be produced. If the
input zi-1 to the previous digit was not considered, then it
would be possible to generate w = -1 or w = 1 when ci-1 =
-1 or ci-1 = 1, respectively. In these cases, the final sum re-
sult would be s = -2 or s = 2, which are invalid outputs for
the selected radix.

Careful observation of the SDFA transfer characteristics
shows that three multiple-valued literal signals can be used
to describe the adder function. As seen in Fig. 2, literals lit1,
lit2, and lit3 contain all the switching information required
to define output functions w and c. This observation forms
the basis of the proposed SDFA cell design, whose block
diagram is depicted in Fig. 3. The input to the system is the

wired summation current signal iz. The three required lit-
eral signals are then generated in different blocks of the
circuit. The literal signals are used to control switched cur-
rent sources, which, in turn, synthesize the SDFA transfer
functions in the current output generator block. Please note

that the output block uses input signal V
ia -1

 to determine

which of the two sets of transfer characteristics should be

used. V
ia -1

 indicates if zi-1 < -1 and, to our advantage, its

behavior is identical to literal lit2.

2.2 Literal Circuit Implementation
Let us begin the description of the SDFA circuit by discussing
the implementation of signal lit1 using RTDs. Fig. 4 shows
the basic circuit used for generating the literal signals. As
seen in the figure, the circuit consists of a serial connection of
a resistor Rs and an RTD, where the RTD performs as a load
element. The input to the circuit is the voltage Vz, which rep-
resents the wired summation z = x + y. In the case of lit1, two
RTDs are used in series to obtain an equivalent two-peak
characteristics. The CMOS inverter is used to sense the volt-
age at the node connecting the RTD and the resistor (Vnode).
The proposed literal circuit is similar to the one presented in
[14]; however, the proposed design uses a complete CMOS
inverter instead of a passive-load inverter.

The behavior of the voltage Vnode is described using the
load-line method (depicted in Figs. 5a and 5b). The I-V
characteristics of the RTD and the resistor are plotted as the
current I that flows through them with respect to the volt-
age Vnode. The value of the current I is found at the point of
intersection of the I-V curves. The operating point of the
circuit changes as the input voltage Vz is increased because
the I-V curve of the RTD is moved to the right as Vz in-
creases. There are points where the current I suddenly de-
creases with increasing Vz due to the folded I-V character-
istics of RTDs. Fig. 5b, shows a low-current operating point
occurring after a transition from a high-current point
(shown in Fig. 5a). Since the voltage Vnode is proportional to
the current I, the transitions in I are directly reflected in
Vnode. Fig. 5c displays the ideal behavior of Vnode obtained
using the load-line method.

Fig. 2. Transfer function of the SDFA block.

Fig. 3. Block diagram of the proposed SDFA cell.
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The CMOS inverter is used to sense Vnode and, then, gen-
erate the transfer characteristic of lit1 using the threshold of
the gate (see Fig. 5c). The CMOS inverter can be thought of
as a buffer/quantizer of the RTD-resistor voltage charac-
teristics. The CMOS gate offers a very important advantage
to the literal circuit: a high input resistance that prevents
the alteration of the RTD characteristics caused by draining
DC currents from the node Vnode. Fig. 5c depicts the forma-
tion of the literal signal lit1 by sensing Vnode. Observe that
the values of Vz where the negative transition points of lit-
eral lit1 take place depend on the value of the threshold
voltage of the inverter (VT).

As seen in Fig. 2, literals lit2 and lit3 are simpler than lit-
eral lit1. Consequently, implementing them is easier than
implementing lit1 and no RTDs are required. Functions lit2
and lit3 correspond to threshold detectors whose threshold
levels should match the switching points of the carry out-
put function, c, for zi-1 � -1. Fig. 7 shows the implementa-
tion of literals lit2 and lit3 by means of two resistors con-
nected in series. The ratio between the values of the two
resistors for each literal determines the corresponding
switching threshold levels.

2.3 Output Current Circuits
The generation of the SDFA transfer functions by means of
literal signals lit1, lit2, lit3 is now discussed. The behavior of
the literals was conceived with the purpose of achieving a
simple implementation of the current output block. The
approach consists of using the four controlling signals
(three literals and V

ia -1
) to activate switched current

sources. These current sources are implemented with MOS
devices. Fig. 6 shows the current output generator circuits.
Implementing output w requires only three MOS transistors
and two control input signals (see Fig. 6a). The interim sum
circuit owes its simplicity to the similarity between the
forms of function w and literal lit1. Transistor m1 injects a
current equivalent to one logic level when lit1 is high. These
states correspond to z = 1, 3, 5 in the transfer function

shown in Fig. 2. The operating points for z = 2, 4 are han-
dled by transistors m2 and m3, which inject a current
equivalent to two logic levels or no current at all, depend-
ing upon the value of V

ia -1
.

(a)

(b)

(c)

Fig. 5. (a), (b) Application of the load-line method in describing the
behavior of voltage Vnode. (c) Ideal representation of the use of the
CMOS inverter in the formation of lit1.

Fig. 4. Compact literal circuit using RTD and CMOS devices.
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The circuit for implementing function c is shown in Fig. 6b.
In this circuit, transistors m1 and m2 produce the basic
stairway form of the carry function for the case zi-1 � -1 (as
depicted in Fig. 2). Transistors m3 and m4 are used to gen-
erate the correct carry output current zi-1 > -1 by injecting
one logic level of current at the operating points where the
two cases of the output function c are different (z = 2, 4).
Please note that lit1 controls these operating points because
they coincide with the zero-level points of this literal signal.
Also note that the current output functions generated by
the described circuits are not identical to the ideal transfer
functions shown in Fig. 2. The difference lies in the current
output levels. While the ideal transfer function sweeps cur-
rent levels 2, 3, and 4, the given output circuits generate
signals that sweep levels 0, 1, and 2. This represents no
problem at all. Since only positive current signals are used,

it is always necessary to perform a shift correction after
every wired-addition, and the amount of this correction is
smaller if the lowest current levels possible are used. Fig. 7
shows a diagram of the SDFA circuit.

3 TRANSIENT ANALYSIS OF MULTIVALUED LITERAL
CIRCUIT

In this section, we analyze the propagation delay of the
RTD-based literal circuit. As expected, the propagation de-
lay is a function of the series resistance, Rs, and the RTD
characteristics. The analysis yields the best value of the re-
sistance Rs for optimal propagation delay. A piecewise lin-
ear RTD model, shown in Fig. 8, is assumed in the analysis.

      

  (a)          (b)

Fig. 6. Circuits for generating the (a) interim sum and the (b) carry output functions.

Fig. 7. Complete SDFA cell circuit.
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Fig. 8. Piecewise linear current-voltage RTD characteristics used in
analysis.

Observing Fig. 5b, one can see that, in order to have a
sharp transition in Vnode, Rs < |Rn| where Rn is the negative
differential-resistance of the RTD. From the RTD model, Rn
can be written as

R
V V
I In

v p

v p
=

-
- ,

where Vp and Vv are the peak and valley voltages, respec-
tively, and Ip and Iv are the corresponding peak and valley
currents. In the given resistor-RTD topology, the maximum
output voltage is given by the product of the peak current
of the RTD and the value of the resistor, that is, Vnode(max) =
IpRs. On the other hand, we just saw that

R
V V
I Is

v p

v p
<

-
- . (1)

Therefore,

V I
V V
I Inode p

v p

p v
max0 5 =

-
- .

Assuming a high peak-to-valley ratio (Ip @ Iv), Vnode(max) can
be expressed as

Vnode(max) < Vv - Vp. (2)

A high value of Vnode(max) is needed to switch the CMOS
inverter because Vnode has to be larger than the threshold of
the inverter, VT. Therefore, from (2), Vv - Vp should be high.
At the same time, from (1), (Vv - Vp) � Rs. Hence, Rs will
have to be large, too, which helps to improve input resis-
tance. However, large Vv - Vp is a limiting factor for RTDs
and input voltage ranges. In this particular design, the RTD
characteristics were predetermined by the process and the
problem consisted in selecting Rs. Table 1 describes the
characteristic parameters of the RTD which were used in
the analysis. In the table, Second Voltage is defined as the
voltage Vp2 > Vv for which the current through the RTD is
exactly Ip. Cbe1 through Cbe3 are intrinsic parasitic capaci-
tances across the RTD in the three regions of operation of

the device. It is important to note that the values of the cur-
rent and capacitance parameters are determined by the size
of the RTD.

Dynamic hysteresis is a very important factor in the selec-
tion of Rs. Dynamic hysteresis is the shifting of the RTD I-V
characteristics for a dynamic input signal due to the dis-
placement current flowing through the parasitic capacitor
Cbe [24]. The amount of shifting (hysteresis) is larger in the
NDR region than in the positive differential-resistance
(PDR) region because the current flowing through the RTD
decreases, while the displacement current tends to increase
due to a positive slew rate input. The effect of dynamic
hysteresis can be expressed as a delay between the expected
DC I-V characteristics and the transient response for a
given positive slew rate input. The amount of this delay
and its relation to the value of Rs can be calculated by per-
forming the corresponding transient analysis of the circuit.
Fig. 9 depicts the equivalent circuits for each of the operat-
ing regions of the RTD. Please note that the piecewise linear
model of the RTD was used. In the diagrams, Cg is the load
capacitance presented by the CMOS inverter of the literal
circuit. With the exception of Rn, for which the negative sign
is written explicitly in the circuit schematic, the circuit ele-
ments are assigned according to the RTD parameters pre-
sented in Table 1.

In order to find the delay at Vnode, it is necessary to obtain
the time tdynamic when IRs = (Ip - Iv)/2 in the NDR region of
operation (Fig. 9c). This operating point is selected because
it gives the worst case delay. The delay time tdelay is obtained
by comparing the transient time tdynamic with the static time
tstatic. That is, tdelay = tdynamic - tstatic, where tstatic is the delay for
the current to reach the same operating point in the static
equivalent of the circuit (without parasitic capacitances).
The transient response analysis of the circuit is done in two
parts. The first part is for the first PDR region of operation of
the RTD, which is modeled by the circuit shown in Fig. 9b.
Analyzing the first region of operation allows the calcula-
tion of the transient time when the current through the RTD
reaches Ip. This information is used to obtain the initial
conditions required in the second part of the analysis. The

TABLE 1
RTD PARAMETERS

Parameter Symbol Value
Peak Voltage Vp 0.3 V
Peak Current Ip 7.0 mA
Valley Voltage Vv 0.6 V
Valley Current Iv 0.7 mA
Second Voltage Vp2 1.0 V
Peak-to-Valley Current Ratio PVCR = Ip/Iv 10
Voltage Difference Vpp = Vp2 - Vp 0.7 V

First Positive Resistance Rp
p

p

V

I1 = 42.9 W

Negative Differential Resistance Rn
v p

v p

V V

I I=
-
-

-47.6 W

Second Positive Resistance Rp
p2 v

p v

V V

I I2 =
-
-

63.5 W

Capacitance in PDR1 region Cbe1 3 fF
Capacitance in NDR region Cbe2 3 fF
Capacitance in PDR2 region Cbe3 2 fF
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second part is done for the NDR region of operation of the
RTD, whose equivalent circuit is shown in Fig. 9c. In this
part, the delay time tdynamic, up to the operating point of in-
terest (IRs = (Ip + Iv)/2), is obtained.

The first part of the analysis (PDR region) is done as fol-
lows. Please refer to Fig. 9b for this discussion. The tran-
sient response is analyzed by solving the node equations
for Vnode in time. The flow of currents at Vnode is written as

V t V t
R C

d
dt V t Vz node

p
be z node t

0 5 0 5 0 54 90 5
-

+ - =
1

1

V t
R C

d
dt V tnode

s
g node

0 5 0 52 7+ .             (3)

As mentioned previously, the input signal Vz is assumed to
be a ramp with slew rate SR, that is,

Vz(t) = SRt.         (4)

Solving the linear differential equation (3) with (4) and the
initial condition Vnode(0) = 0 yields the following expression
for Vnode:

V t
R S t

R R
S R R
R R C

R C C

R R enode
s R

p s

R p s

p s
p

s g be

p s

t0 5 4 9 4 9= + + + -
+
+

�

!
   

"

$
###

- -

1

1

1

1

1
1 1a , (5)

where

a1
1

1 1

=
+

+

R R

R R C C

p s

p s g be4 9
.

To find the initial conditions for the second part of the
analysis, (5) is used to solve

Vz(ta) - Vnode(ta) = Vp,

where ta is the time at which the RTD enters the NDR re-
gion of operation. Using ta, the final value, Vza, of the input
signal when the operation of the circuit leaves the PDR re-
gion (Vza = SRta) is determined. Vza is the initial value for the
input variable Vz in the second part of the analysis.

The second part of the analysis is performed in a similar
fashion. In order to make things more simple, a new time
reference is used. Considering this assumption and the pre-
vious result, the input variable is expressed as

                  

       (a)          (b)

            

    (c)     (d)

Fig. 9. Circuits used in the resistor-RTD circuit transient analysis. (a) Original circuit. Equivalent circuit in the (b) first PDR region, (c) NDR region,
and (d) second PDR region.
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Vz(t) = SRt + Vza.      (6)

The schematic diagram in Fig. 9c depicts the equivalent
circuit for the NDR region of operation. A negative sign is
written for the negative differential-resistor, and the analy-
sis is performed accordingly. This is done with the purpose
of making the negative resistor more explicit. Rn in this case
is the absolute value of the negative differential-resistance
presented in Table 1. It is now easy to obtain the differential
equation describing the operation of the circuit at Vnode:

I C
d
dt V t V t

V t V t V
Rp be z node

z node p

n
+ - +

- -
- =2 0 5 0 52 7 0 5 0 5

V t
R C

d
dt V tnode

s
g node

0 5 0 5+ .       (7)

This equation is solved using the initial condition Vnode(0) =
Vza - Vp, which yields

V t
R S t V

R R

R
R R V I R S R C

S R R C C

R R

node
s R za

s n

s

n s
p p n R n be

R n s g be

n s

0 5 2 7

4 9

=
+

- +

- + + +
+

-

�

!
   

"

$
###

2
2

1 2 2- - - +
�
��

�
��

-e
R

R R V V et n

s n
za p

ta a4 9 ,         (8)

where

a 2
2

=
-

+

R R

R R C C
n s

n s g be4 9
.

Expression (8) is used to calculate the time tb when the cur-
rent through the RTD/resistor reaches the operating point of
interest ( I I IR p vs

= +( ) 2 ). This time is obtained by solving

V t
R

I Inode b

s

p v2 7
=

+
2 .

The dynamic time is calculated as tdynamic = ta + tb. To cal-

culate tstatic, a similar type of analysis in two steps is done.
The only difference is that the calculation is for the DC
transfer characteristics of the RTD, hence, the parasitic ca-
pacitors are eliminated. The delay time is calculated as the

difference between dynamic and static times: tdelay = tdynamic

- tstatic. Analyzing the dynamic hysteresis is useful in find-

ing the best values for the resistor Rs. Since it is not possible

to obtain a closed form solution for tdelay, computer tools

were used to plot tdelay for several values of Rs. Fig. 10 shows
the graph obtained for the given RTD characteristics using

the method described. The experiments showed that tb is

always very small because the transient of Vnode in the NDR
region is very sharp. Therefore, the delay time is predomi-

nantly determined by the time, ta, taken to reach I IR ps
= .

The criteria for selecting Rs is a trade-off between the
delay and the input resistance of the literal circuit. While it
is necessary to minimize the delay of the configuration, it is
also necessary to maximize the input resistance. The high-
est value of Rs such that the delay is not sharply increased is

then selected (Fig. 10). Using this criteria and the graph,
Rs � 35 ohms is considered a reasonable value. Please note
that the input resistance of the literal circuit is given by the
sum of Rs and the positive resistance of the RTD.

4 RESULTS

This section describes the simulation experiments aimed at
verifying and evaluating the proposed SDFA design. It also
presents the prototype testing results and some of the is-
sues related to the implementation of the prototype.

4.1 Simulation
The proposed SDFA circuit was verified using NDR-SPICE
[25], [26], [27]. This circuit simulation tool includes SPICE
models for RTDs and other NDR devices. The simulator
also makes use of special convergence routines that elimi-
nate false oscillations and other convergence problems that
arise when simulating NDR-based circuits with conven-
tional circuit simulators. Fig. 11a shows a transient analysis
output trace obtained from a simulation of the SDFA circuit.
This simulation experiment includes both cases for input

V
ia -1

: zi-1 � -1 and zi-1 > -1. Another important characteris-

tic of this experiment is that the input signal is a ramp. This
type of input is useful for studying the transfer characteris-
tics of the circuit, including noise margins and identifica-
tion of logic levels. Performance figures such as power con-
sumption and speed are estimated by means of a second
simulation experiment. In the second experiment, the input
signal has fast transients in order to avoid contribution of
the input signal rise and fall times to the delay measured at

the output. In the second experiment, the input signal Vz is
stepped through its different logic levels, which were de-
termined in the first experiment. The simulation traces ob-
tained in the second experiment are shown in Fig. 11b.
These traces show a good matching of circuit operation
with respect to the desired SDFA functions shown in Fig. 2.

Table 2 summarizes the results of the measurements for
both simulation experiments. The noise margin was meas-
ured in the first experiment with respect to the least wide

Fig. 10. RTD-based literal circuit delay with respect to Rs.
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pulse in output signal w (as shown in Fig. 11a). The levels ia
and ib of input signal Vz at 50 percent of each transition of
the selected pulse of w are measured. The noise margin is
obtained by assuming that the operating point is at the
middle of the selected output pulse. Hence, the noise mar-
gin is half of the difference between the measured current
values of signal Vz, that is, NM = |ia - ib|/2. The value of
power dissipation given in Table 2 was obtained in the sec-
ond simulation experiment (Fig. 11b). The frequency of op-
eration affects the value of the measured power dissipation.
Finally, the delay of the circuit was measured as the time
elapsed between 50 percent of the transition in the input

signal, Vz, and 50 percent of the resulting transition in the
output signal (in the second experiment). Both rising and
falling delays were measured, but only the worst case (ris-
ing) result is given. A good characteristic of the proposed
approach is that it will be able to take advantage of the pro-
gress in CMOS technology. For instance, the delay values
will decrease as the circuit is implemented with more ad-
vanced CMOS processes.

4.2 Prototype Implementation
It was important to implement a working prototype in or-
der to demonstrate the proposed principle of operation.

(a)

(b)

Fig. 11. Circuit simulation traces for the (a) first and the (b) second experiments.
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With this purpose in mind, a small test circuit was designed
using a standard 2-micron CMOS process. This being the
initial effort in the construction of a prototype and func-
tional testing being the main objective, the RTD and resistor
elements were connected as discrete external devices to the
CMOS test chip. It was necessary to make modifications on
the prototype due to incompatibilities in the characteristics
of the CMOS devices and the available RTDs. Based on (2)
and Table 1, the highest voltage that can be produced at
Vnode, in Fig. 4, is 0.3 volt. This voltage is very low compared
to the approximately 2.5-volts threshold of an inverter in
the available CMOS process, where VDD = 5 volts. In the
future, RTD and CMOS characteristics will be brought
closer together by CMOS scaling and the use of lower
power supply voltages. However, given the physical limi-
tations of MOS devices, it will also be necessary to modify
the characteristics of RTDs.

For the SDFA prototype, it was necessary to modify the
implementation as follows. The modification consisted of
replacing the inverter of all the literal circuits by a voltage
comparator, as shown in Fig. 12a. Fig. 12b shows the com-
parator circuit used in the SDFA prototype. This is not the
most compact option for solving the problem, but it is the
most flexible. Instead of altering the threshold voltage of
the inverter by using circuit techniques, such as replacing
the PMOS transistor of the inverter by a resistive load, the
design allows for the implementation of an adjustable
threshold voltage through an external reference, Vref. This
approach has the disadvantage of using more transistors
and a reference voltage. However, it provides the important
benefit of increased flexibility. Therefore, the use of a com-
parator is considered advantageous and appropriate for the
test chip prototype. Nevertheless, mature implementations
will use the simple inverter.

Another possible modification of the SDFA prototype is
motivated by the need for uniformity of the devices in the
current output generator module. An important difference
between the interim sum and carry circuits shown in Fig. 6
lies in the types of MOS devices they use. While the carry
circuit uses only one type of transistor, the interim sum uses
both NMOS and PMOS devices. Using only one type of
transistor gives the carry circuit two advantages. First, the
switching times of the devices are more uniform. And, sec-
ond, there is a better control of the current output levels
because there are no different transconductance values for
different types of devices. If a w current generator using
only PMOS devices was required, it would then be neces-
sary to insert two inverters in the SDFA circuit to generate
the complements of literal signals lit1 and lit2. In the test
chip, one of the SDFA cell prototypes was built using this
approach. The microphotograph of the chip is shown in Fig.
13b. Fig. 13a shows a microphotograph of the simple SDFA

cell which requires a reduced number of transistors by us-
ing the interim sum current generator which combines
NMOS and PMOS transistors. In both versions of the pro-
totype, inverters were replaced by voltage comparators, as
described in the previous paragraph.

4.3 Experimental Results
Since the main objective of the prototype is to demonstrate
the functionality of the SDFA cell, an experiment to show the
transfer characteristics of the circuit was performed. These
transfer characteristics were obtained by feeding the input of
the circuit with a ramp signal of very low slew-rate. The ex-
periment was done using the second version of the SDFA cell
(Fig. 13b). The oscilloscope traces obtained in the experiment
are shown in Fig. 14. In general, the form of the measured
output functions agree with the expected circuit behavior
shown in Fig. 11. Please note that the experiment is divided
into two parts with respect to the value of V

ia -1
. The trace

labeled “Vnode” reflects the operation of the RTD and corre-
sponds to the expected behavior seen in Fig. 5c. Also note
that the behavior of literal lit2 is independent of the value
of V

ia -1
. The last two traces show the transfer characteris-

tics for the output functions, w and c, of the SDFA cell. Ob-
serve how the output characteristics are selected by V

ia -1
.

There is a difference in the values of the output current lev-
els between the measured characteristics and their expected

TABLE 2
SDFA CIRCUIT SIMULATION RESULTS

Parameter Value
Noise Margin 0.15 mA
Power Dissipation 2.3 mW
Delay (sum) 3.5 ns
Delay (carry) 2.5 ns

(a)

(b)

Fig. 12. Modifications for prototype implementation. (a) Modified circuit
for generating lit1. (b) Detailed comparator circuit diagram.
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values. While the expected output currents for logic levels
“-1,” “0,” and “1” are 0.0, 0.5, and 1.0 milliampere, respec-
tively, the measured current levels are 0.0, 0.2, and 0.4 milli-
ampere (Fig. 14). This alteration of the current levels is due,
in part, to a reduction in the transconductance of the PMOS
devices—from 20.563 mA/V2 in the SPICE model used for the
simulations, to 16.129 mA/V2 measured for the actual CMOS
run of the test chips. Another reason for the difference in
output levels is due to the method used for measuring the
output currents. In the experiment, a resistive load was
connected to the outputs in order to convert the current
signals into voltage signals that could be displayed by the
oscilloscope.

5 CONCLUSIONS

This paper presents a new multiple-valued signed-digit
adder circuit that combines, for the first time, resonant-
tunneling diodes (RTDs) with MOS field-effect transistors.

RTDs provide high functionality for compact multiple-
valued logic implementation, and MOS transistors enable
efficient arithmetic circuit design through current-mode
operation. The principle of operation of the proposed cir-
cuit was demonstrated using circuit simulation and also
through a prototype fabrication where the GaAs-based
quantum tunneling devices were not cointegrated with
monolithically fabricated MOSFET devices. RTDs were ex-
ternally added to verify the correctness of the SDFA opera-
tion as predicted by the simulation model.

The main advantage of the proposed design when com-
pared to other redundant adder implementations is com-
pactness, which is primarily due to the nonlinear charac-
teristics of RTDs that enabled us to obtain three literal
functions very efficiently. Also, current-mode of circuit op-
eration, in which digits are summed by merely connecting
their wires together [28], enabled us to reduce the transistor
count. The number of devices is used as an estimate of the
size of the circuit. This criterion is based on the fact that

    

     (a)      (b)

Fig. 13. Microphotographs of the fabricated test chip.

Fig. 14 Oscilloscope traces showing the operation of the signed-digit adder test circuit at low frequency.
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current technologies allow resistors with sizes equivalent to
those of transistors. Using only 13 CMOS transistors, five
resistors, and a two-peak RTD, the total number of active
and passive devices used in the SDFA circuit is only 19.

The binary-valued counterpart of a radix-2 signed-digit
adder is a redundant binary adder (RBA) cell usually im-
plemented with CMOS logic. The functionality of the RBA
cell is very similar to that of the signed-digit adder. The
main difference is that the multivalued signed digits are
represented by pairs of binary signals in the RBA cell. Many
RBA designs have been developed, and constant refine-
ments are being tried out to improve the performance. The
fastest redundant binary adder cell is described in [3],
which also presents a small survey of previous work on
RBA cell designs. The compactness of the proposed signed-
digit adder design compares very well against Makino’s
RBA cell that requires about 56 MOS transistors [3], as op-
posed to only 19 devices used in this paper. In terms of
speed, however, the RBA cell implementation has an appar-
ent advantage. The reported delay of the RBA cell is 0.89
nanosecond, while the proposed SDFA is estimated to have
about 3.5 nanoseconds for the worst-case delay (see Table 2).
This difference in speed performance is primarily due to the
fact that our signed-digit adder was developed using a
2-micron CMOS process, while the results presented in [3]
are based on a 0.5-micron process technology. Another cur-
rent-mode, multiple-valued logic implementation of the
radix-2 signed-digit adder cell was presented in [20] by
Kawahito et al. Their signed digit adder uses 34 MOS tran-
sistors and has an estimated delay of 7 nanoseconds. Even
though Kawahito et al. fabricated a prototype using a 10-
micron process, the simulation-based delay estimation was
obtained for a 2-micron process. Table 3 presents a com-
parison of the proposed signed-digit adder with other fast
implementations of adder cells using both binary and mul-
tivalued logic.

Finally, this paper demonstrates that emerging quantum
technologies which are going to be cointegrated with pre-
dominant semiconductor technologies such as CMOS, HBT,
and HEMT will push the frontier of high-speed arithmetic
and signal-processing VLSI circuits beyond the realm of
conventional technologies. Resonant-tunneling devices,
such as RTDs, RTBTs, RHEMTs, RHETs, etc., have several
intrinsic advantages that can be exploited to design faster
digital logic gates. Their nonlinear, folded-back characteris-
tics will enable the circuit designers to implement complex
functions very compactly. RTD’s bistable property will be
useful in building nanopipelined logic gates very easily,
and its device speed and small capacitance will allow the
designers to substitute RTDs for bulkier PMOS pull-up de-
vices, thereby improving the circuit speed by dint of trim-
ming down the load capacitances. Multivalued functions
are also easy to implement by RTDs and this paper will

encourage the researchers in the multivalued logic field to
develop many other compact multivalued gates by using a
combination of RTDs and conventional devices.
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