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+FEDERAL PATENT COURT
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IN THE NAME OF THE PEOPLE
JUDGRERTY Prenounced on

|

I

|

|

l (Pile rufexence) 23 May 2000

Bandel
Seniozr Court
Secretary as
Reglstrar of the
Adninistration Officae

In the matter of patent arnulnent

N Hyundai Micre Electzonics Germany GmbH, Jakob-Xaiser-Stragde
' 12, 47877 Willich, legally represented By its Managing
i Director, Jae Hyo Park, ibid.,

Plaineige,

- Trial counsel: PRatent aTtorneys ter Meer, Steinmeister &
Fartners, Mauerkizcherstrase 45, 81679 Munich -

versus

Siemens AG, Berlin ang Munich, legally represented by its
Board or Diractors, the lattey fepresented by the Chairman of
the Boaxd, Heiarich v. Pierez, ibia.,

, Defendant,

relating to lumggsnn Pateat 0 527 866

(BE 391 01 394)

the 2nd senats (Annulment Senate) of the Federal Patent Court,
on the basis of the oral Proceadings on 25 May 2000, with the
Participation of Presiding Judge Baumgirtner and Judges Dipl.-~
Ing. Bertl ana Dipl.-Ing. Prasch, Plischel and Dipl.-Ing.
Schuster
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Ras xeached the following vezdice:
1. European Fatent 0 527 866 is declared to
be null and void witn effect for the
Sovereign territory of the Federal

Republic ar Germany withian the scope of
Patene Claim 1.

2. The Defendsat shall bear the costs of the
legal proceedings.

3. The judgment is provisionally
enforceable, with raspect to the costs
for the Plaintiff, against security
amounting to DM 46, 000.00.

Facts of the case:

The Dafendant is the registezed proprietor of European
Patent 0 527 886 (contested Pateant}, which was applied for oa
8 May 1991 Claiming rwhe priezity of European Patent
Application 90108636 of 10 May 1990 and was granted with
¢effect for the Federal Republic of Germany as well. Tt relates
to an integrated semiconductor memory with parallel test
capability and redundancy method. The contestea patent, which
is filed by the German Patent and Trademagrkx Office under the
number 591 Q1 394, comprises 80 patent claims, of which Patent

Claim 1, which is the only patent claim contested. by the —

action for annulment, has the following wording, translated
from German, the languaga of the Preceedings:

“l. Integrated semiconductoz memory having a
parallel test device (PT) and U block groups
(GPym1...0), in which, in a Cest operating mode,
a plurality of groups of M memory cealls (MC)
¢an be teggted simultanecusly in terms of their
funetioning, saeh group being arranged aleag a
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respective word line (WL) within a Tespective
cne 9t the U block groups (GP,), and
in which the data read out in the Progcess can

be evaluatad by the paraillel test device (pT),
charactarized by '

the following features:

= the parallel tgst device (PT) serves foz
writing in ama evaluating data teo pe
WIitten to and read from the semiconductor
menmexy,

= the result of the svaluation, Separately
for each gToup of M memory cells (MC), is
Present on I/0 data lines (101, 102, 103)
of the semicenductor nemory.”

With its partial action for annulment, the Plaintise aaserts
that the subject-matter of Patent Claim 1 is pot patentable
since it is noe Aovel, but at any rate is ¥evealad to the
Person skilled in the art im an cbvicus manner by the prior

Art. For this purpose, it refexs to the following documents
Published bsfore the pPriority date:

1. Data book frem Toahiba Cerporatioen "MOS Memory Products”,
1989, pp, 313 to 331 (Annex Dl):

2. Pinaki Mazumder “Parallel Testing of Parametzice Faults in
2 Three-Dimensiomal Dynamic Random-Access Memory” in IEEE
Journal of Solld-STate Circuits, Voi. 23, wo. 4,
August 1988, pp. 933 t¢ 941 (Annex D2);

3. German Pataent Specification 40 11 987 (Annex D3).

ALLHEinakiwuazumdorw“?arxllir”Téiiiii"?Bf“Eiiiéiﬁéé}diifive

Taults in Semj.eenductor Random~Access Memories~ in IEEE
Transactions on Computers, vel. 38, Wo. 3, march 1989,
PP. 394 to 407 (Anmex D4);

5. Masayoshs ¥akane et al. w4 M-Bit DRAMS _..# jin IRR,
Journal of Electronic Engineering, Vol. 26, Neo. 268,
January 13989, pp. 32 to 34 (Annex D%):

8. G, Finney “pRaM DA 4 MBIT aDp ALTA VBLOCITA’” ip
ELETTRONICA OGGI, No. 50, 15 November 1989, pp. 107 to 114
and English translation (Aunexes D6 and B7).

dois
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It furthermore 4ssexrts that, before the pPriority date of thg
contested patent, a memory chip 1Mx4 DRAM from Toshiba
Corpoeration beazring the designation “IC5144002-80« was fzeely
available, whpge Circuitry relationships were analysable
before the Priority date of the contested pateat and which
anticipates the teaching of claim 1 of the contasted patent.
In order to demonstrate tha availability of the memory chip,
it refers to Asnexes B2, D5 to D7 (already prasented) and
additionally submits § invoice copies. For the analysability
of the mamozy chip and also for the Prasentation of irs
cizcuits, the Plaintirs Submits the following documents:

7. Design Analysis Reports from Semiconduczar Insights Inc.,
Canada (Annex D8);

8. Design Analysis ‘Report from Chipworks, Canada (Annex D9)
concerning <the mémory module TC514400%2-80 from
Toshiba/Japan (1Mx4 DRAN) .

The Plaintiff makes its assartion that the circuits presented
in Annex D9 originated from the memory chip TCS5144002-80 with
evidence from witnessas.

The Plaintiff requests

that European Patent 0 527 866 be daclared to
be null and veid within the sCcope of Patent
Claim 1 with effect for the sovereign tezritory
of the Federal Republic of Germany.

that the acticn be rejeacted,

altezrnatively it defends Patent Claim 1 with
the proviso that the following passage be
inserted in Ppatent Claim 1 before ths word
“and” oun page 19, 1lina 483 of the European
Fatent Specification: °N memory cells (MC)

Q017 |
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being arranged aleng a woxd line {WL) ana
M < N,~,

It opposes the DPlaintifsrs submission in al1 points and
considers the contested patent to be patentable within the

Scope contested, at any rate insofar as it is defended in
restricted form,

During the oral Proceedings, instead of Document D3, the
associated published Patent Application DE 40 11 967 Al was
introduced into the proceedings.

erounds fox the dgeision:

The action, which asserts the ground of annulment of lack of
patentability, as previded in Are. II § & paragraph 1 Ne. 1
IncPatlG (Int. Pat. Transitory Lawl, Art. 138 para. 1 lit a
EPC in comjunction with Art. 54 paragraphs 1, 2 and Art. 56
EPC, is complately justified.

I.

l. The contested gatent Claim 1 of the contested patent
relates €O an integrated semiconductor mnenmory having a

parallel fest device which is divided into a plurality cf
block groups. :

IR the case of testing a conventional memory according to the

prior art mentioned in the introduction to the description of
the contested patent, a respective memory cell of one block
Jroup together with a raspective memory cell from each of the
remaining block groups aze simultaneocusly tasted jointly in
terms O their fuactioning. If one (or more) of the joincly
tested memory cells is (or are) defective, then although the
position of the tested nemory cells within the block groups is
identified on account of the addrxeesing data applied to the
semiconductor memory, it is not knewnm, however, whether just

g1y
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one Or a plurality of the simultanecusly tested memory cells
is or are defective, that is to say it is alsc not Xnown
whather one block group or whether a plurality of block groupa
contain defective memory cells. The possibility of identifyinmg
the relevant defective block group(s) is just as slight. If it
is desired to identify the dafective memory cell(s) and/or its
{thelr) block group(s), then one is cempelled to test the
semiconductor memory once agaip and to operate it
coenventionally in doing so. This means, however, o use of t+he
parallel test possibility and, censequently, also no utilizing
of the test time reduction, specified in the prior art,
compared with testing without a parallel test possibility. &
further disadvantage is <that a defect which occurs
simultaneously in all of the tested memory cells cannot be
identified.

Against this backgroumd, the contested patent desizes to

develop such a memory inm such 4 way that it fulfils the
following provisions:

- Defects occurring on simultaneously tested
memery <cells should be identifiable
irrespective of the number of defects,

- the position of defective mamory cells
should be determimabla in a single vtest pass,

- the requisite space requirement and outlay
on switching elements fozr the parallel test
device should be kept to a minimum.

‘In ozdex to solve this technical problem, Claim 1 of the

contested patent proposes an integzated semiconductor memory

which has the following individual features and groups of
features:

a parallel test device (PT)
and U black groups (GPumi...u).
in which, in a test operating mode, a

plurality of groups of N memory cells (MC)

w N
v:dv

gao01s
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can he tested simultaneously in terms of
-their functioning,

4.) eaen grxoeup being arranged along a
respective word 1line (WL) within a
Tespective one of the U bleek groups (GP,),

5.) and in which the data read ocut in the
Process can be evaluated by the parallel
test device (PT),

6.) The parallel test devics (PT) serves for
writing in and svalvating data te be
written to and read from the semiconducter
memory,

7.) the zresult of the evaluation, separately
for each group of M memory cells (MC), is
Present on I/0 data lines (IO1, I02, 1O3)
of the semiconductor memoOxy.

A semiconductor memory having memory cells MC and having a
test davice PT according to Figure 1 of the contested patent
contains U block groups GP1...0, generally GP,. In oxder to
carxy out a parallel test (= test cperating mode), i.e. a test
in which many memory cells MC are tested simultaneocusly
(= within a memory cyels), which memory cells cannot be
Wwritten to and/er read from simultaneously in a normal
operating mode, as implemented by users of the ssmiconduetor
memory, the parallel west device BT is provided. It serves
both for writing in data that are to be written to the
semiconductor memory, and for reading from the semiconductor
memory daAta that have been uritten to the lattexr, To be

eperating mode. In the test operating mode, by means of the
pazallel test device PT, a Plurality af groups of M memory
cells MC in each case can be tested simultanecusly in terms of
their functioning. Each gzoup of M memory cells MC is arranged
along a respective wozd line WL. All of the data that are read
out within a memory cycle can be evaluated in the parallel
test device; the result of the evaluation is then present on
I/0 data lines, Sabarately for each group of memory callas MC.

1l Qozo

-preécise both in the normal operating mods and in the test
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2. The subject-matter of Patent Claim 1 of the contested
Pateat in._the granted version is not aovel, where the
examination of ehe novelty of the subject-mateer of Patent
Claim 1 with respect to the earlier application cited by the
Plaintiff 4is to bhe based (by genazal consenIus) on
DE 40 11 287 Al, which is associated with DE 40 11 9687 c2.

The earlier application relates, as emerges in partic¢ular from
column 9, line 58 to column 10, line 22 with Figures 1, 3, 11,
20, to an integrated semiconductoxr memory having a parallel
test device (16, 17, MLl ... 4) corresponding to Feature 1 of
Patent Claim 1 of the contested patent. The memory cells are
- subdivided (Bl ... 4) into four block groups (Feature 2). In a
test operating meode, a plurality of groups of memozy cells
[(MC) can be simuleaneously tested in texrme of their
functioning (cf. in particularz Patent Claim 1) {Feature 3j,
each group being arranged along a raspective word line (9%)
within a respective one of Tha Bleck groups (ef., in particular
| column 8, linaes 26 to 31) (featuxe 4). The data read out in
| the process can be evaluated by the parallel test device (cf.
xé in particular Patent Claim 1, column 16, lines 36 te 40)
l

(Feature 5),

The parallel test device (PT) according to the earlier
i application sarves for writing in and evaluating data tc ba
[ iner written tTo and read from the semiconductor memory (cf. in
| particulaz Figures 20 to 22 and columm 7, line 20 to column 8,
i line 66) (Featore 6. The result of the evaluation, separately
for each group of memory cells (MC), ia preseat oo 1/0 data

~lines (31 €6 I4) of the semiconductor memory (cf. in
particular Figure 3 and column 10, line 43 to coilumn 11,
line 22) (Feature 7).

Although the Defendant objects that, according to <the
exenmplary embodimsnt as shown in Figure 2, the output of the
error detector (the result &f the evaluation) it not passed
onto the I/0 data lines, this is of no impoztanca sinece Figure
. 3 relates to a variant which, besides Features 1 to §, also
has reature 7 since the test results are applied separately to
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the input/output terminals (31 to 34) via the respective

matching iine (MLl to ML4) (cf., in particular column 9,
line 66 to column 10, line 8).

Accordingly, the earlier application has all the features of
the integrated samiconductor memory of Patent Claim 1 of the

contested patent, which thus lacks novelty and which,
Therefoze, ean nave neo validity.

3. Although the subject-matter of Patent Claim 1 o¢f the
contested patent in the defended version in accordance with
the Defendant’s alternative petition is novel, it is not based
on an inventive astep. '

8. The subject-matter of the Patent Claim 1 submitted by the
Defendant in acecerdance with the dlternative petition differs
in its preamble from Claim 1 according te the main petition by
the fact that after reature ¢ - in accordance with the
analysis of featuzaes of Patent Claim 1 of the contesved patent
- the following is additionally insertad (= Feature 4.a): “§
memory cells (MC) being arranged along a word line (WL) and
M < N”. This is materially not a clarificacion but rather a
restriction, since according to the main petition the group
can als¢ encompass all the mamory cells a3long a word line,
which is precluded by the formulation according to the
alternative petitien.

. The inserted feature is disclosed both in the original

documeats and in the contestad patant specificatien. Patent

operating mode, a plurality of groups of M mamory cells (MC)
can be tested simultansously in terms of their Zuncticning”.
This can mean that either all the memory cells on a word line
or Jjust 3 subgroup are tested simultaneously. The exemplazy
embodiment according to Figure 3 reveals to the person skilled
in the art that a Plurality of groups of M memory cells are
arranged on a word line, which are each selected via a bit
Switch (BSW). Moreovez, the amendment does not extend the
Scope of protection of the grzanted patent since the teaching

CSOT TENUERSUN 242 488 4408 TO 17347671583 P.1@
P

Claim L of the contested pstent reads: “in whieh, in a test
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that was initially formuiated more broadly has been rzestricted

to 2 narrower teaching and this feature can also be racognized
as belonging to rthe claimed invention in the description (cf,

BGH [German Federa) Supreme Court] BIPMz 1991, 18§ -
Bodenwalze) .

b. By virtue of thnisa additionally included feature, the
subject-matter of Patent Claim 1 of the contested patent is no
longer anticipated in a magner Prejudicial to novelty.

Although the Plaintiff is of the opinion that the person
skilled in the art gathers from Patent Claim 1 or
DE 40 11 987 Al thav it is also possible for just some of the
memory cells arranged on a word line to be tested
Simultaneocusly, the formulation “a plurality of memory cmlls”
chosen in the patent claim therein nonetheless does not
unequivocally reveal what is meant therxeby. Thus, the persen
skilled in the art will consult the description for further
information, where he does not find advice to simultaneously
test only groups of memery cells of a word line but rather
only the advice to simultaneocusly test all the memoxy Cells
arranged on a word line (cf, e.g. column 7, lines 58 to 64 and
column 8, lines 26 to 3B).

The integrated semiconductor memory &sccording to Claim 1 in
accordance with the alternative petition is revealed to the
person skilled in the azt in an obvious manner, howevez, by

. the paper by Pinaki Mazumdez “Parallel Testing of Parametric

Faults in a Three-Dimensional Dynamic Random-Access Memory” in

IEEE Journal of Solid-3tate Circuits, Vol. ~zaT~«u07wm4i;)jw»wmmv-v

August 1988, pp. 933 to 941.

This reference discusses the parallel teiting of nmemory cells\]

in a dynamic MAM; it thus zelates to an integrated semi-
conductor memory having a parallel teat device (Feature 1).
This semiconductor memory has a plurality of block groups
(p subarrays) (feature 2). In a test opszating mode (cf. in
particular page 935, laft-hand column: “test mode”), a
pPlurality of groups of M memory cells can be tested
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simultaneously i tarms of their functioning (cf.

in
particular Figure 1). The saving in test time is determined by

the term BB . In enis case, p denctes the number of

subarrays. The fact that the number or subarrays influences
The test ctime reduction (cf. in Particular page 934, left-hand
column, lines 11 to 13) indicates to the Pexson skilled in the
art that the test is carried out simultaneocusly in the
subarrays (Feature 3}, In one of the test modas desarided,
each group is arranged along a respective word line within a
respective ohe of wvhe block groups (c¢cf. in particulax
Figure lc¢ and page 934, right-hand column, last paragragh,
lines 1 and 2) (feature €¢). The DRAM 1s erganized in the neat
mode in such a way that the M memery cells (group j) te be
tested are arranged along a word line N (b in this document)
and M < N, or rather J <b (ef. in particular Abstract and
Page 934, cright-hand column, section II, lines 1 to 15)
(Feature 4a2). The data read eut during the test cam be
eévaluated by the parallel test device (cf. in particulag

Page 934, left-hand column, fourth line from the bottom ~ 0/1

detector) (Feature 5;,

The parallel test device (®T) serves for writing in and
evaluating data es he written to6 and read from the
semiconductor memory (cf. €.9. page 934, left~hand column,
lines 1 to 5). Bach subarray contains a detector, i.e. a test
device (cf. in particular Page 3934, left-hand column, last
four lines), whieh produces the test result separately for
each group of memory cells. The person skilled in the agt must
rToutes these results to the outside in order to evaluate them.

produced results be made available as fast as possible, which
means outputting ethem Simultanecusly, that 4is to say
séparately. For the outputting, the person skilled in the arc
is offered those existing terminals which are not currently
fequirxed; these aze the /0 data lines, so that it lies within
the scope of the knowledge and ability of the average person
skilled in the art to apply the result of the evaluation,

Coa

@o24

- Fast evaluation of the test necessitates that the individvally | =
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separately for gach group of M memory cells (MC), to I/0 daca
f ' lines (101, 102, I03) of the semiconductor memory (Featuze 7).
! The person skilled in the art thuys 2rrives at the 45(/
| subject-matter of che restricted Patent Claim ) according to
s tha al®ernative Petition, without employing an inventive step,

’i | with the overall result that the action is successful,

I,

As the defeased party, the Defendant nust bear the costs of

the legal Proceedings pursuant to § g4 Para. 2 PatG [Gexman

_ Fateats Act] in conjunction with § 91 para. 1 clause 1 2P0 | &
[German Code of civi} Procedure]. The decision on provisional ’
enforceability is based on §§ 99 para. 1 paeg, 709 Z70.

BaumgSrtner Bextl Praach Plschel Schustex

Fa

*k TOTAL PAGE. 13 %%
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Parallel Testing of Parametric Faults in
a Three-Dimensional Dynamic
Random-Access Memory

PINAKI MAZUMDER

Abstract —This paper presents a testable design of dynamic random-
access memory (DRAM) architecture which allows one to access multiple
cells in a word line simultaneously. The technique utilizes the two-dimen-
sional (2D) organization of the DRAM and the resulting speedup of the
conventional algorithms is considerable. This paper specifically investi-
gates the failure mechanisms in the three-dimensional (3D) DRAM with

trench-type capacitor. As opposed to the earlier approaches for testing
parametric faults that employed sliding diagonal-type tests with O(n*/%)
complexity, the algorithms discussed in this paper are different and have
O(/n/p) complexity, where p is the number of subarrays within the
DRAM chip. These algorithms can be applied externally from the chip and
also they can be easily generated for built-in self-test (BIST) applications.

I. INTRODUCTION

EMICONDUCTOR dynamic random-access memory

(DRAM) is the highest beneficiary of the rapid growth
of VLSI technology. As the device feature width is decreas-
ing every year, the DRAM size is quadrupling every two to
three years. Recently Nippon Telegraph and Telephone
(NTT) Company has announced the development of 16-
Mbit DRAM’s, and by the turn of the decade it is ex-
pected that several manufacturers will fabricate 64-Mbit
DRAM’s employing 0.5-pm technology [1}. This enormous
prospect of DRAM development cannot be economically
exploited unless cost-efficient testing strategies are evolved
to arrest the polynomial growth of testing cost with the
increasing DRAM size. Conventional test algorithms like
the sliding diagonal test and the GALDIA are employed to
test the leakage currents and the faults caused by the
variation of processing technology. The sliding diagonal
test, which uses 4V >/2 memory cycles, requires over 8 h to
test the ac parametric faults in a 16-Mbit DRAM chip

-having-a-100-ns-memory-cycle-time:-The-main-objective of -

this paper is to demonstrate how, by employing a new
design-for-testability approach, parametric faults in a
DRAM can be tested in parallel. The new algorithms test
multiple cells in a memory simultaneously and thereby the

Manuscript received December 14, 1987; revised March 23, 1988, This
work was supported in part by the Army Research Office under the URI
ﬁrogram, Contract D. 03-87-K-0007, and by the Semiconductor

esearch Corporation.

The author is with the Center for High-Frequency Microelectronics,
Department of Electrical Engineering and Computer Science, University
of Michigan, Ann Arbor, MI 48105.

IEEE Log Number 8822147,

overall test complexity is reduced by more than 1000
times.

The problem of parallel testing has been addressed by
other researchers in the past. In order to reduce the test
time McAdams er al. [2] fabricated a 1-Mbit CMOS
three-dimensional (3D) DRAM with design-for test func-
tions. They partitioned the memory into eight subarrays
and tested them concurrently. Their scheme simulta-
neously writes the same data on eight cells, which are
identically located inside the different subarrays. During a
READ operation when any of these eight cells is addressed,
all eight cells are simultaneously accessed and their con-
tents are compared by using a two-mode 8-bit parallel
comparator. The resulting scheme which compares one cell
from each subarray will be called in this paper inter-sub-
array single-cell comparison (Scheme 1). By using this
scheme they reduced the test time by a factor of 5.2 times.
Shah er.al. [3] used a similar 16-bit parallel comparator in
their 4-Mbit DRAM with trench-transistor cell and essen-
tially reduced the test time complexity to that of a 256-kbit
DRAM.

You and Hayes {4] have introduced the concept of
parallel testing within the subarrays by applying simulta-
neously single-cell inter-subarray comparison over multiple
cells within a subarray. The resulting scheme will be called
here inter-subarray multiple-cell comparison (Scheme 2).
They have reconfigured the memory subarray of size s bits
into an s-bit cyclic shift register where the data recirculate
whenever a READ operation is done. The reconfiguration
was accomplished by introducing pass transistors on the
bit lines which deteriorate both the sensitivity of the sense

-amplifiers-by. -V (threshold-voltage of -the MOS..devices)...............

and the access time of the DRAM in normal mode of
operation. In order to reduce the routing complexity, it is
desirable to compare the adjacent subarrays only. Thus by
this scheme the occurrence of a fault is detected by com-
paring only two cells which are simultaneously read. If
both the cells are identically faulty, it fails to detect the
fault. Moreover, the reconfiguration scheme is tailored to
introduce parallelism in the sliding diagonal test and the
proposed design of parallel testing cannot be adapted for a
large class of functional faults, like coupling and static and
dynamic pattern-sensitive faults [5].

0018-9200 /88 /0800-0933$01.00 ©1988 IEEE
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Fig. 1. Strategies for parallel memory testing. (a) Inter-subarray single-
cell comparison. (b) Inter-subarray multiple-cell comparison. (¢) Intra-
subarray multiple-cell comparison.

This paper proposes a design-for-testability approach
which does not make any inter-subarray comparisons. It
writes the same data on multiple cells in a word line of a
subarray in parallel, and in READ mode it compares these
simultaneously written cells within a subarray. The result-
ing test scheme is called intra-subarray multiple-cell com-
parison (Scheme 3). These three schemes are shown in Fig.
1 and compared in Table I. The advantage of the proposed
technique is that it is not constrained to any specific test
procedure and the test vectors can be applied externally or
generated by a built-in self-testing (BIST) circuit. It can
speed up any existing test procedure of O(n) test length by
a factor of 0(\/}7{ ). The paper investigates the parametric
faults in a2 DRAM and proposes O(y/n/p ) algorithms to
test the different parametric faults. Unlike in [4] the pro-
posed technique does not modify the memory plane to

normal memory performance (viz., access time, sense-
amplifier sensitivity) does not degrade. The proposed de-
sign-for-testability technique employs very little overhead
(only 2y/pn + plog,n— plog, p+12p transistors if the
DRAM is organized into p square subarrays each of size
yn/p Xy/n/p) and needs only one transistor to fit within
the 3\ inter-celler pitch width of the vertically integrated
3D DRAM. It will be shown that the modified bit-line
decoders in Scheme 3 need 2log,y/n/p extra transistors in
each subarray to enable parallel access. Each 0/1 detector
used in a subarray to test the occurrence of a fault will be
implemented by 2y/n/p +12 transistors. The circuits for
the modified bit-line decoders and the 0/1 detectors are
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designed such that each transistor can fit within the pitch
width of the high-density memory.

The rest of the paper has been organized as follows.
Section II proposes a new design-for-testability technique
which allows multiple cells to be tested in one memory
cycle. Section III enumerates the different faults which
occur due to variations in processing technology in a 3D
DRAM; the algorithms for testing these parametric faults
are presented in Section IV. The main contribution of this
work is to propose a design-for-testability technique and to
demonstrate how the parametric faults in a 3D DRAM
using trench-type memory cells can be tested in parallel.

II. DESIGN FOR TESTABILITY

The organization of the testable DRAM with augmented
hardware is shown in Fig. 2. The memory is organized as a
b X w = n matrix, where b is the number of bit lines and w
is the number of word lines. The normal 1-out-of-b de-
coder is modified to select multiple bit lines during test
mode. In test mode, it divides the b bit lines into g groups
such that the bit line i belongs to group j, where j=1
(mod g). Thus a WRITE operation in test mode results in
writing the content of the data-in buffer on all cells at the
crosspoints of the selected word line and the bit lines in
group j. In READ mode, the contents of the cells located at
the crosspoints of the selected word-line and bit-line groups
(say j) are read in parallel. Thus, a ZERO or ONE is entered
in the data-out buffer if all the multiple-accessed cells
contain ZERO Or ONE, respectively. If the contents of all the
cells are not identical, the data-out buffer may store a
ZERO or ONE. It should be noted that it is not correct to
assume that the resulting operation will be a wired-or or
wired-AND. On the contrary, it depends on the number of
ZERO’s and ONE’s in the multiple-accessed cells. If almost
all the multiple-accessed cells contain ONE’s except a very
few which contain zERO’s, then a ONE will be entered in the
data-out buffer when the cells are read in parallel. A zEro
would have been entered if almost all the cells contained
ZERO’s and a few cells contained ONE’s. To circumvent this
problem, the contents of all the cells in a group are
compared by a parallel comparator. In the event that all
the cells do not have identical contents, the parallel com-

~introduce-parallelisnrin-the-diagonal test; and-thereby the —parator triggers an error latch to indicare that a falt has

been detected by the test.

In contrast to the bit-line decoder, the word-line decoder
is not modified and word lines are accessed one at a time.
A parallel-word READ operation is not meaningful because
two or more cells will be sensed by the same sense ampli-
fier resulting in a wired-OR or a wired-AND operation. A
parallel-WRITE operation through multiple word lines
would require the sense amplifier to drive many cells at a
time. For a moderate-size DRAM, this introduces high
WRITE-cycle time delay. By increasing the physical size of
the sense-amplifier driver, delay can be improved to a
certain extent, however this increases power consumption,
and because of its large gate capacitance, sense-amplifier



MAZUMDER: PARAMETRIC FAULTS IN DYNAMIC RANDOM-ACCESS MEMORY

slew rate decreases. Parallel bit-line READ and wWRITE do

- TABLEI
COMPARISON OF THREE PARALLEL TESTING STRATEGIES
Criterion Scheme | Scheme 2 Scheme 3
Performance -
Paralielism P Oipn ) opn)
Degradation -
in Access Time None Large Negligible
in Sense Amp Sensitivity Nooe Large None
Architecture Modification —
Decoder Not Modified Modified Modified
Memory Plane Not Modified Modified Not Modified
Comparator Size Ore p-bit Valp xp-bit One Vnlp -bit
0/1-Detector/Subarmay
Routing Complexity Nooe High Very Low
Reliability Moderate Low, if only two cells Veéry High
are minually compared;
Moderate, if all p cells
are mutually compared
Fault Coverage Functiona! and Only P i Functi and
__Pametric : Parumeuic
SENSE
AMPLIFIERS
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MODFED
BITLINE DECODER
1

N s M M

not suffer from this drawback.

A. Modified DRAM Circuit

The modified CMOS decoder circuit is shown in Fig. 3.
- Transistors—Qy+++, Q. with-the-transmission-gate—con-

stitute a normal decoder circuit: In the clock phase ¢, the
transistor @, turns on to precharge the common line
connected to the address decoding transistors. If all the
address bits, ag,- - -, a,_, are zeros, transistor Qg pulls up
‘the OUT to ONE, and the corresponding bit line is selected.
The signal ¢, enables the transmission gate so that the
decoder selects the bit line only after all address lines have
changed. Transistors @, and Q, have been added so that
in the test mode the decoder output can be selected by
applying SELECT =0 independent of the input address.
In the normal mode of operation, SELECT=1 and the
decoder output is selected by the address input

agy, -+, a,_;. The operation of the modified decoder is

PARALLEL
COMPARATOR

}

Fig. 2. Testable RAM organization.

B¥TLINE ADDRESS BUFFER

DATA

DATA

shown by the voltagei waveforms in Fig. 4. The modified

decoder is simulated using SPICE and the degradation in
decoding time due to addition of the extra transistors has
been found to be approximately 0.1 ns.

The parallel comparator, which is essentially a multibit

0/1 detector, monitors the output of sense amplifiers
connected-to-bit-lines which-are-selected-in-parallel-and- -
detects the concurrent occurrence of either ZERO’s or ONE’s.
If a selected bit line is different from the others, it triggers
the error latch indicating the occurrence of a fault. Fig. 5
shows .the parallel comparator and error detector. The
p-channel transistors T;,- - -, T,,_, are connected in paral-
lel and detect concurrent occurrence of ONE in the bit
lines. The n-channel transistors Py, -
nected in parallel and detect concurrent occurrence of
ZERO in the bit lines. Transistors T; and P, are the
precharge transistors while transistor P, is the discharge
transistor which remains cut off during the precharge
phase and turns on during discharge clock phase ¢2. Since
the bit lines are divided into g = 2 classes, pass transistors

-, P, _, are also con-
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Fig. 4. Operation of modified decoder circuit.

SELECT

are introduced so that only the odd or even bit lines are
compared simultaneously. Signals L, and L, select these
bit lines. Transistors S,, S, and S, form a coincidence
detector. If all the selected bit lines are ZERO or ONE, then
either S, or S, conducts and the output of the detector is
zERO. The output of the coincidence detector is connected
to an error latch through the pass transistor §, which
isolates the error latch during the phase ¢1. It may be
noted that during the precharge phase the transistor S, will
be directly shorted through the error amplifier if S, does
not isolate the coincidence detector from the error ampli-
fier. During phase ¢2, the output of the coincidence detec-
tor is connected to the error amplifier through S,. The

error amplifier consists of transistors V5, +, V5. The error
latch output is ERROR = 0, when the selected bit lines are
identical. If the bit lines are not identical, then both §;
and S, remain cut off and the detector output is ONE. This
triggers the error latch to set its output to ERROR =1.
During the WRITE phase and normal mode of operation,
the error latch is clamped to zero by ¥,. The error detector
is inhibited by the discharge transistor P,, during the start
of the READ phase when the sense-amplifier outputs are
not identical because of sluggish changes in some of the
sense amplifiers.

The design-for-testability approach has been applied
over an experimental DRAM chip of 16 kbit. The chip
overhead was found to be less than 1 percent. For multi-

r

Modified decoder circuit.

megabit DRAM’s, this overhead will be less than 0.5
percent. The degradation in performance due to the mod-
ified decoder was less than 0.2 ns in memory cycle time.
This is slightly larger than the value obtained from SPICE
simulation of the modified decoder.

1. ParaMeTRIC FAULTS IN A 3D DRAM

A typical configuration of the 3D trench-type memory
cell [3], [6] with p* sidewall doping is shown in Fig. 6. The
access transistor is a PMOS transistor located within an
n-well diffused over the p* substrate. A deep trench
capacitor extends from the planarized surface through the
n-well into the p* substrate. A conducting strap connects
the p "-doped polysilicon storage electrode inside the trench
to the p* source region of the access transistor. With a
thin composite insulator separating the polysilicon from
the bulk silicon surrounding the trench, the storage capaci-
tance comes primarily from the portions of the four trench
sidewalls in the p* substrate region and the trench bot-
tom. Some additional capacitance results from the four
trench walls intersecting the n-well. The grounded p*
substrate provides a very solid reference potential to the
capacitor plate. The leakage currents due to process
parameter variation have also been shown in the diagram.
These currents are divided into four components: 1)
weak-inversion current I, from the storage area to the bit
jacent cells; 3) gate leakage current I; due to pin-hole
defects in the gate oxide; and 4) the dark current 7,
between the storage area and the p-type substrate. The
weak-inversion current can degrade a stored ZErO by flow
of minority carriers from the trench capacitor to the posi-
tively biased bit lines. Dark current which flows from the
trench capacitor to the p* substrate can degrade stored
ONE. It may also be observed that the cell forms a vertical
parasitic FET device which occurs between the storage
node and the substrate along the trench wall, gated by the
node polysilicon as shown in Fig. 6.

The effects of the leakage currents result in parametric
faults such as the bit-line voltage imbalance and the bit-line

lime; -2y field-inversion -current T~ between-the two-ad=---—- -
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Fig. 5. Parallel comparator with error detector (g = 2).
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Fig. 6. 3D trench-type memory cell.

to word-line crosstalk. The other types of parametric faults
emanate due to a wide variation of timing signals in the
decoding, address buffer, and peripheral circuits, such as

----the—sense—amplifiers— Incorrect—timing -between-decoder——

enable, precharge clock, and decoder address signals may
cause multiple-address selection. These parametric faults
are described here briefly.

A. Bit-Line Voltage Imbalance

A typical memory array organization utilizes the dif-
ferential amplifiers for sensing the signal partitioning of
each array into two identical subarrays (called left and
right in this paper) as shown in Fig. 7. Each bit line in the
array is split into two halves and they are sensed by a
differential pair of sense amplifiers. One of the cells in
each half acts as a reference cell and its voltage is com-

Sense

1.

g

w-1

Amplitiers l
0.5w 0.5w-1

Fig. 7. Bit-line voltage imbalance.

9%

o

pared with the selected cell on the same word line, but on
the other half. Thus in Fig. 7 when a cell in the right half
on the bit line B is selected for reading, the reference cell
on left-half bit line’ BE is utilized for comparison. The
bit-line voltage in B} is clamped to a reference voltage
(which is close to precharge voltage V,) and is compared
by the sense amplifier with the voltage of the bit-line
voltage B, which will be near to the supply voltage if the
selected cell on B} contains a ONE, or near to the ground

potential if the selected cell contains-a zeErO.-Thus-if the o

difference of the voltages between the two bit lines is
larger than a threshold value, the sense amplifier can
correctly distinguish the state of the selected cell during a
READ operation. When most of the cells in the left half of
the memory subarray contain one type data (say, ONE) and
most of the cells in the right half contain the opposite type
data (zERO), during a READ cycle the precharge voltage on
the two halves of the bit lines will be different. This is
illustrated in Fig. 7, where all the cells connected to the bit
line B contain ONE and all the cells connected to the bit
line BX, except one which is connected to the word line
W,, contain zERO. If the cell containing ONE in the right
half of the memory is read, at first bit lines BX and BR
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Fig. 8. Degradation of precharge voltage level due to leakage currents,

will be precharged to a voltage V. But due to the weak-
inversion currents in the right-half cells, the precharge
level will be degraded to '
Sw-1
0,=V,~(1/Cs) ¥ Iy
j=0

where Cp is the capacitance of the bit line, I, is the
weak-inversion current in ;, and 7 is the time interval for
precharge during READ operation. This is illustrated in Fig.
8. If the weak-inversion currents are sufficiently large, the
degradation in precharge voltage will be sufficiently high,
ie, v, <V, Consequently, when the word line W, is
selected to read the content of the cell C;;, which contains
ONE, the bit-line voltage of B will be near to ¥, and the
contents of C;; will be read as zERO by the sense amplifier
(because the ratio of bit-line capacitance and cell capaci-
tance is usually greater than 15). This is illustrated in Fig.
7 where the difference in bit-line voltages is very small and
thereby the sense amplifier incorrectly reads the contents
of C;.

B. Bit-Line to Word-Line Crosstalk

From Fig. 9 it can be seen that there is an overlap
between the bit line and the word line, since they are
orthogonal to each other. This overlapping forms a cou-
pling between the bit lines and the word lines so that when
the bit-line voltages change due to precharging and restor-
ing operations during a READ cycle, the unselected word

~lines -may-be-inadvertently-turned--on:—Fhis-couplingis-

maximum if all the cells in the selected word line contain
ONE and if some of the cells of the coupled unselected
word line contain zero, which will be degraded due to the
weak-inversion current of the access transistors. In the
precharging phase, at first the bit-line voltage increases
from zERrO to ¥, which is coupled as a noise voltage ¥, to
a word line W, where 0 < j#i<w—1. If all the cells in
the word line W, contain ONE, then if W, is selected its
voltage will increase, coupling a noise voltage ¥, to W,
The effect of these superimposed noise voltages maly gener-
ate a sufficient weak-inversion current such that a stored
ZERO in a cell on the unselected word line W, may be
degraded [7].

B
X

FH EH -
BRI

‘.VWi
EH
= - . Vw
® : Wi
){ @' \/@‘)\ Wi—/—-j:_/:‘f-
O aFe

Fig. 9. Bit-line to word-line crosstalk.
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Fig. 10. Single-ended WRITE.

C. Single-Ended WRITE

In a DRAM employing single-ended WRITE technique, a
single I /O line is used to write into the bit lines. In Fig. 10
it can be seen that writing on the right bit line B is
controlled by the 1 /0 line, while writing on the left bit line
BF is controlled by the sense amplifier. The ZERO level on
B} is determined by the input driver, but the ZERO level of
BL is determined by the sense amplifiers. Thus the level of
ZERO in the two halves may be different, and this asymme-
try may result in pattern-sensitive faults.

D. Multiple Selection

In the decoder circuit in Fig. 3, the precharge clock ¢,
and the decoder enable clock ¢y should be nonoverlap-
ping in the sense that always ¢, and ¢y =0. If due to

incorrect timing they overlap, multiple selection may oc-

E. Transmission-Line Effect

In two-layer interconnect technology, either the bit lines
or the word lines are made of metal and the other poly-
silicon or diffusion. Usually, the poly and diffusion lines
have quadratic signal propagation delay (i.e., the signal
propagation delay in an interconnect of length / is propor-
tional to /%, because delay is due to the product of its
resistance and capacitance). Because of the high resistivity
in these interconnects the cells at the periphery of the
chips, away from the sense amplifiers, are delivered a weak
signal and thereby may fail. By inserting the repeaters at
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suitable intervals, the signal strength and delay may be
improved, but complexity is added to the layout. In order
to check that all the cells in the array satisfy the limits of
the stipulated memory cycle time, the transmission-line
effect should be tested.

IV. TESTING STRATEGY AND ALGORITHMS

In order to test all of the above faults, it is necessary to
identify the circumstances in which each of them is likely.
to be maximum. It can be easily noted that the field-inver-
sion current I which occurs between two adjoining stor-
age cells is maximum if the four adjacent cells of a base
cell contain opposite data to that of the base cell, ie., a
checkerboard-type pattern can test the effect of a field-
inversion current. Similarly, the effects of a dark current
and gate short can be tested by the checkerboard pattern,
because the presence of these leakage currents manifests in
the form of cell stuck-at ZERO or ONE. Algorithm 1 is a
parallel version of the checkerboard test, which tests the
above three leakage currents in addition to the parametric
faults due to the single-ended WRITE and the transmission-
line effects. Since in Algorithm 1 each cell in a word line is
tested for both zero and ONE data, the stuck-at zero and
stuck-at oNE faults are also tested. Moreover, if a bit line
or a word line is faulty (namely, broken, stuck to ground,
or cannot be precharged), Algorithm 1 will detect the fault.
It may be noted that a faulty bit line will be incorrectly
compared by the parallel 0/1 detector to set ERROR =1.
A faulty word line where all the bits are identical may not
be detected by the parallel 0/1 detector. But it can be
easily detected by monitoring the output of the data-out
buffer, if the entire memory is organized into a single
array, otherwise, by mutually comparing the data-out val-
ues of all subarrays. It may be added that if the entire
word line is faulty, then the expected value at the data-out
buffer will be different from the obtained one if and only
if the word line is tested for both ZERO and ONE data value.
If a word line is completely fault free, then the expected
value of data will always be the same as the obtained one.
If only one or two bits are faulty in a word line, then the
expected value may be different from the obtained one,
but it will certainly be detected by the 0,/1 detector.

Algorithm 1: Parametric Checkerboard Test

1) Use complementing address sequence from word line W, until all
word lines are scanned; write in two steps a pattern of (01)* if the
word line is even and two steps a pattern of (10)* if the word line is
odd.

2) Freeze the clock for the entire refresh interval 7, for testing sratic
refresh.

3) Use a complementing address sequence from word line W until all
word lines are scanned; compare in parallel all even and odd bit lines
to check ERROR =0.

4) Read continuously any arbitrary word line for the entire refresh
interval 7, to check ERROR =0. This test checks the effect of
temperature rise and tests the dynamic refresh.

5) Use the complementing address sequence from word line W, until all
word lines are scanned; compare in parallel all even and odd bit lines
to check ERROR = 0.
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6) Read continuously another distinct word line for the entire refresh
interval 7, to check ERROR = 0. This test checks the effect of
temperature rise and tests the dynamic refresh.

7) Use the complementing address sequence from word line W; until all
word lines are scanned; compare in parallel all even and odd bit lines
to check ERROR = 0.

8) Repeat steps 1-7, with opposite data,

The effect of a weak-inversion current is maximum
when all the cells in a bit line, except one, contain zerO. If
the cell which contains ONE is addressed for a READ
operation, the weak-inversion currents in other cells will
tend to degrade the precharge level of the bit line and
thereby the cell containing ONE will be sensed as ZERO by
the sense amplifier. Since the bit-line capacitance is typi-
cally 10-20 times the capacitance of an individual cell, the
stored ONE may not be sufficient to replenish the degraded
precharge level. The testing strategy meeds to test each
memory cell so that when it is ONE all its bit-line neighbors
will contain ZERO.

In order to test the bit-line voltage imbalance, it is
necessary to write ZERO (ONE) on the cells at the bit line on
the left half of the subarray and write ONE (ZERO) on the
cells at the bit line on the right half of the subarray. Thus
the test to detect the weak-inversion current can be utilized
to test the bit-line voltage imbalance by testing the left and
right subarrays with opposite background data. It may be
noted that the test also detects faults due to single-ended
WRITE. Algorithm 2 tests all the above faults.

Algorithm 2: Parallel Parametric Walking Test

1) Initialize the entire memory writing ZERO in all locations.

2) Select two arbitrary word lines W; and ¥, and read them alternately
for one refresh interval. Check if the ERROR = 0 during the entire
refresh interval.

3) For all word lines starting from W,, compare in parallel all even and
odd bit lines to check ERROR = 0.

4) Initialize the entire memory, writing ONE in all locations.

5) Select two arbitrary word lines W, and W, and read them alter-
nately for one refresh interval. Check if the ERROR = 0 during the
entire refresh interval.

6) For all word lines starting from W}, compare in parallel all even and
odd bit lines to check ERROR = 0.

7) Initialize the memory such that the left subarray contains ZERO in
all locations and right subarray contains ONE in all locations.

8) For all word lines starting from W,, do the following: i) write a
pattern of (01)* in the selected word line; ii) parallel compare and
line to ZERO if it is on left half, otherwise to ONE.

9) For all word lines starting from W, do the following: i) write a
pattern of (10)* in the selected word line; ii) parallel compare and
check if ERROR = 0; iii) initialize all the cells in the selected word
line to ZERO if it is on left half, otherwise to ONE.

10) Repeat steps 7-9 with complementary bit patterns.

Algorithm 3, which runs a marching pattern of ONE at
the background of ZERO and a marching pattern of ZERO at
the background of ONE in each word line, will detect the
multiple-access faults in the word-line decoder by compar-
ing the READ data with the expected data. Since the al-
gorithm employs parallel writing by accessing all the even
bit lines and odd bit lines in a single memory cycle,

__check if ERROR = 0; iii) initialize all the cells in the selected word
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TABLE 11
ALGORITHMS AND THEIR COVERAGE OF PARAMETRIC FAULTS
L Algorithm | | Algoritim 3 | Algoriten 3
Weak-Inversion Current No Yes Yes
Field-lnversion Current Yes No No
Dark Current Yes No No
Gate Shont Yes Yes Yes
Mutltiple Selection No No Yes
Single.Ended Write Yes Yes Yes
Bit-Line Voltage Imbalance No Yes No
Bit Line to Word Line Crostalk No Yes No
Transmissiog Line Effect Yes No No

multiple access in the bit-line decoder will not be tested by
Algorithm 2. A separate algorithm is needed to test the
bit-line decoders and is given in Algorithm 3.

Algorithm 3: Bit-Line and Word-Line Decoder Test

/* Bit-Line Decoder Multiple Access Test */

1) Write in parallel ZERO in all cells on the arbitrarily selected word line
W,.

2) Réad and compare in parallel all the cells on W;.

3) Starting from the cell at the crosspoint of B, and W}, for each cell on
W, at first write ONE and read the cell (one cell at a time in
ascending order of the bit line).

4) Starting from the cell at the crosspoint of B -1 and W), for each
cell on W, at first write ONE and read the cell (one cell at a time in
descending order of the bit line). :

/* Word-Line Decoder Multiple Access Test */

5) Write in parallel ZERO in all cells on the bit line B,.

6) Read and compare in parallel all the cells on B;.

7) Starting from the cell at the crosspoint of W}, and B,, for each cell on
B,, at first write ONE and read the cell (one cell at a time in ascending
order of the word line).

8) Starting from the cell at the crosspoint of W -1 and B, for each
cell on B, at first write ONE and read the cell (one cell at a time in
descending order of the word line).

It can be seen that Algorithm 1 takes altogether 10w,
+67; time to complete all the steps, where 7, is the
average memory cycle time and 7, is the refresh interval.
Algorithm 2 takes 20wr,+27, time to test the entire
DRAM. Finally, Algorithm 3 takes (4w +2)7, time to test
the multiple-access faults in the decoder logic. Hence,
altogether (34w +2)7, + 87, time is needed to test all the
parametric faults in the DRAM. Table II depicts the
different types of parametric faults and how those are
covered by these algorithms,

-~ The-above-algorithms are-tested-at-the rated-maximum ~~and-test procedures have been designed to test in parallel ™

and minimum power-supply voltages. But, in addition to
the worst-case measurements, it is necessary to test the
memory when the supply voltage changes rapidly due to
an impressed noise voltage. Noise spikes have high slew
rates and they may occur during a READ or WRITE memory
cycle causing the operation to fail. If the effect of the noise
spike is to lower the supply voltage, the capacitive bias of
the dynamic logic may be higher than the supply bias, and
this may result in a failure of a READ or WRITE operation.
Similarly, if the noise spike increases the supply voltage to
a high value, the capacitive bias voltage may be sufficiently
lower than the supply bias resulting in a faulty READ or
WRITE operation. In order to test the effect of this power-
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supply voltage transition, the entire memory should be
tested for both the cases when the supply voltage rapidly
increases and again when it quickly decreases. The typical
slew rate is about a few microseconds. Algorithm 4 tests
the memory for the above faults.

Algorithm 4: Power-Supply Voltage Transition Test

1) Write in parallel ZERO in the entire memory at maximum supply
voltage.

2) For all word lines starting from W,, do the following: i) write a
pattern of (01)* in the selected word line at maximum supply
voltage; ii) rapidly reduce the supply voltage to minimum; iii) paral-
lel compare and check if ERROR = 0.

3) For all word lines starting from W, o do the following: i) write a

© pattern of (10)* in the selected word line at maximum supply
voltage; ii) rapidly reduce the supply voltage to minimum; iii) paral-
lel compare and check if ERROR = 0.

4) Write in parallel ZEro in the entire memory at minimum supply
voltage.

5) For all word lines starting from W,, do the following: i) write a
pattern of (01)* in the selected word line at minimum supply voltage;
i) rapidly increase the supply voltage to maximum; iii) parallel
compare and check if ERROR = 0,

6) For all word lines stasting from W‘;,-_l, do the following: i) write a
pattern of (10)* in the selected word line at minimum supply voltage;
i) rapidly increase the supply voltage to maximum; iii) parallel
compare and check if ERROR = 0.

V. CONCLUSIONS

The main objective of this paper is to propose a mod-
ified DRAM architecture which enhances the speed for
testing the occurrence of parametric faults in the 3D
DRAM employing trench-type capacitor. A novel testable
architecture is proposed to test multiple cells in a word line
simultaneously resulting in a speedup by a factor of
O(yn/p). The testable design has been proposed to fit
within the interceller pitch width of 3A in the 3D DRAM.
It employs only an additional 2\/1; + plog,n—plog, p
+12p transistors and has very low overhead. Above all,
the technique is not tailored to test only one specific test
procedure and it can speed up the conventional test al-
gorithms for functional faults [8]-[10].

A number of parametric faults, that manifest due to a
variation of processing parameters and also due to a
critical circuit design, are enumerated in this paper.
Leakage currents in a 3D DRAM have been identified,

the faults due to these leakage currents. In addition to the
faults due to leakage currents, circuit-related design weak-
nesses (like the multiple selection, single-ended write, etc.)
are also tested by the algorithms described here. The
effects of rapid supply-voltage transitions, which cause a
faulty READ or WRITE due to disparity in capacitive volt-
ages in the dynamic logic and the supply bias, are compre-
hensively tested in this paper. Unlike the earlier ap-
proaches [11], [12] which employed diagonal tests having
O(n*/?) complexity, the algorithms described here have
O(yn/p) complexity, and thereby a dramatic improve-
ment by a factor proportional to the size of the DRAM
can be achieved. For a 16-Mbit DRAM organized into 16
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quadrants, the diagonal test algorithm will need more than
a few hours as opposed to the proposed algorithms which
will need only a few milliseconds., Moreover, the fault
coverage by these algorithms is far superior to that of the
diagonal test procedure. It may also be noted that these
algorithms can be easily generated for built-in self-test
(BIST) applications.
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