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Abstract—Motion estimation is a major computational task in
real-time vision circuits and artificial retinas that require energy-
efficient, high-speed, and microminiaturized circuitry. Tradition-
ally, the motion estimation is made by means of velocity-tuned
filters (VTFs), a class of spatiotemporal signal processing circuitry.
However, conventional VTFs have limitations in area, power, and
speed for real-time motion computation because they employ bulky
and slow analog circuitry. In this paper, we propose a nanoscale
VTF that employs quantum dot arrays to perform temporal filter-
ing to track moving and stationary objects. The new velocity-tuned
filter is not only amenable for nanocomputing, but also superior to
other VTFs in terms of area, power, and speed. We also show that
the proposed nanoarchitecture for VTF is asymptotically stable in
the specific region where f ′(Sn,m) ≥ 0.

Index Terms—Nanoelectronic, quantum dot, resonant tunneling
diode (RTD), velocity-tuned filter (VTF).

I. INTRODUCTION

I T IS well known that real-time vision machine applica-
tion tasks are computationally intensive and require com-

plex, costly resources. In addition, certain specific tasks such as
biorobots and biomedical applications put additional constraints
on the overall system in terms of its size, power consumption,
shock resistance, and manufacturing cost. A real-time vision
machine requires motion computation involving a large number
of computations and many computational resources. An attrac-
tive solution to the problems is to use parallel image-processing
architectures [1], [2].

Since velocity-tuned filter (VTFs) are one of the main parts of
motion computation, they require a compact area and low power
consumption. The VTF can be combined with pattern recogniz-
ers, optical flow sensors, and noise removers to create real-
time vision machines. Even though VTFs using spatiotemporal
derivatives and Reichardt correlation detectors have been stud-
ied, they cannot provide sufficient area compactness, low power
consumption, and/or speed [3], [4]. These problems can be at-
tributed to limitations of conventional analog circuits that cannot
achieve high performance for the real-time vision machine.

Among nanoelectronic devices, a quantum dot structure on
a surface of a doubled barrier resonant tunneling diode (RTD)
shows an excellent performance in terms of area, power con-
sumption, and speed. Since being proposed by several re-
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Fig. 1. Conventional VTF that consists of prefiltering, two layered filters, local
energy integration, and shunting inhibition circuitry.

searchers [1], [2], their applications have been confined to
Boolean logic or image processing.

We propose a new type of VTF using nanoelectronic devices.
The proposed VTF achieves performance in area, power, and
speed superior to other conventional VTFs by taking advantage
of the efficient parallel processing capability of the quantum
dots structure.

The remainder of this paper is organized as follows. Section
II discusses the proposed quantum-dots-based VTFs. In Section
II, the electrical characteristics of RTD and conventional VTFs
are addressed to help to comprehend the proposed VTFs.
Section III studies the system analysis of the proposed VTFs
in speed, power, and stability. Finally, Section IV presents our
conclusions.

II. QUANTUM-DOTS-BASED VTFS

A. Conventional VTF

Fig. 1 shows a conventional VTF. The conventional VTF
consists of preamplifiers, filters, multipliers, and differential
amplifiers. A preamplifier consists of a prefiltering part and
an amplification part. In the prefiltering part, the input signal
Inn comes from photo detectors that are not shown in Fig. 1.
After the input signal is amplified by the preamplifiers, the input
signal passes through the two layered filters: the receptor layer
and the horizontal cell layer, respectively. The main function
of the receptor layer is to improve the SNR. The second layer
calculates a spatiotemporal average of the receptor output. The
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combined function of the two layered filter is a spatiotemporal
bandpass filter.

After prefiltering the signal from the optical flow, the filtered
signal is amplified for providing inputs to two layered filters.
The signal is then filtered with the two layered filters that allow
the signals to have different values based on the velocities. The
filtered signal is then magnified with local energy integration,
and the output is linearized with the difference between signals
using shunting inhibition circuitry.

The local energy integration can be written in a mathematical
form as

P (∆υ) =
∫

Γs(fx)dfx

=
∫

Γe(fx)|G(fx)|2dfx

= Γ
∫

|G(fx)|2dfx (1)

where Vx and G(fs) are the input velocity and the frequency
response, and Γ and ∆υ0 are constants [5]. The VTF needs the
shunting inhibition circuitry to linearize the output. The function
of the shunting inhibition is mathematically written as

Vout =
G+ − G−
G+ + G−

Vcc =
PV0 − P−V0

PV0 + P−V0

Vcc . (2)

Since the conventional VTFs use analog circuitry to compute
(1) and (2), the conventional VTFs are not well suited for real-
time motion computation circuits for biorobots or biomedical
applications, which require high performance in area, power,
and speed. Hence, the conventional VTFs hardly meet the con-
dition for real-time motion estimation for those applications.

To implement the real-time motion estimation, we employ
zero dimensional RTDs that are implemented by quantum dots
on the RTDs. Since the incident light is prefiltered, and then
amplified as an electric signal in the first part in Fig. 1, we focus
on the remaining part to improve the performance of the VTF.
The quantum dots on the RTDs are used to replace the filtering
part, the local energy integration part, and the shunt inhibition
part. These functions can be implemented by using the negative
resistance characteristic and area compactness of the quantum
dots on the RTDs.

B. Resonant Tunneling Diode

Since the RTD was introduced by Esaki et al [6], [7], it
has been applied to various types of circuitry [8]. The main
characteristic of the RTD is the negative differential resistance
(NDR). This characteristic originates from its heterostructure
with a low-bandgap quantum well between high-bandgap ma-
terials. The thickness and the width of the RTD are required
to be fabricated in the order of several nanometers with epi-
taxial deposition techniques. The low-bandgap quantum well is
quantized, resulting in discretized energy levels in the quantum
well. Fig. 2(a) shows the modeling of the RTD I–V character-
istic from experimental results. The fabricated RTD describes a
peak-to-valley current ratio (PVCR) of 13 with a peak voltage

Fig. 2. Modeling of RTD based on experimental result. (a) Experimental result
and simulation model, (b) Simulation model of RTD with several regions.

(VP) of 0.28 V at room temperature. To model this I–V curve,
factors that affect the conduction of RTD need to be examined.

The conduction of the RTD consists of two parts. One is con-
duction due to resonant tunneling and the other is conduction
from diode conduction. The NDR results from the resonant tun-
neling conduction effect [9]–[11]. Using a physics-based model
suggested by Schulman et al., the resonant tunneling current of
RTD is modeled as a summation of the resonant tunneling effect
J1 and diode conduction effect J2 , given by

J(V ) = J1(V ) + J2(V ) (3)

J1(V ) =
qm ∗ kTΓ

4π2 h̄3 ln

(
1 + e(EF −Er +n1 qV /2)/kT

1 + e(EF −Er −n1 qV /2)/kT

)

×
(

π

2
+ arctan

(
Er − n1qV /2

Γ/2

))
(4)

J2(V ) = H(en2 qV /kT −1) (5)

where EF is the Fermi energy, Er is the energy of the resonant
level, Γ is the resonant width, and n1 and n2 are model parame-
ters. These parameters are often obtained empirically, and affect
the slope of the curve in Fig. 2(b).

The resonant tunneling occurs when the applied voltage
across the diode is aligned to one of the quantized energy levels
in the quantum well, as shown in positive differential-resistance
(PDR) region I in Fig. 2(b). However, when the applied volt-
age is increased to be misaligned to the quantized energy level,
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the conduction is decreased, as shown in the NDR region in
Fig. 2(b). The current subsequently increases as conduction
through higher energy states becomes possible, as shown in the
PDR region in Fig. 2(b). This characteristic enables the circuit
switch fast and self-latching or bistable. Using this character-
istic, a wide class of circuit applications, for instance, high-
speed circuits, low-power-delay product circuits, and multival-
ued logic, can be implemented.

C. Proposed VTF

The proposed VTF consists of quantum dots on a RTD sub-
strate. The quantum dots are connected with resistive wires and
diodes. Each cell is connected to four neighboring cells and
one output quantum dot. The output quantum dot needs a static
current source that is vertically connected to the RTD substrate.
Conventional VTFs require local energy integration and shunt-
ing inhibition circuits to magnify the output difference. Our
filter structure does not employ these circuits, and instead, uses
the RTD to magnify the filtered output differences. Through
the differential resistance characteristic of the RTD, the final
value is determined by the RTD’s I–V characteristic and the
external current source. In the proposed VTF, the output of the
filter makes the RTD device operate when the output of the fil-
ter is higher than 1.4 V . This threshold voltage can be obtained
as

Vth = Vd +
Vp + Vv

2
(6)

where Vd is the diode junction voltage, and Vp and Vv are the
peak voltage and the valley voltage, respectively, in the RTD
I–V curve.

Fig. 3 shows the schematic diagrams of the proposed VTF’s
side view and top view. The analysis of the proposed VTF
requires a new state equation. This new state equation of the
proposed structure is obtained by modifying the state equation
of the diffusion circuit in (7), where Xn,m , Sn,m , and v rep-
resent the input voltage, the output voltage, and the velocity,
respectively. Also, γ and τ are defined in (8) and (9). Here, γ is
related with conductance between quantum dots in the filtering
part and τ affects the processing time of the filter. Also, vx0
and vy0 represent the tuning velocity in the x-direction and the
y-direction, respectively

τ
dSn,m (t)

dt
= Xn,m (t) − Sn,m (t)

+
(
γ2 +

vx0τ

2

)
(Sn−1,m (t) − Sn,m (t))

+
(
γ2 +

vy0τ

2

)
(Sn,m−1(t) − Sn,m (t))

+
(
γ2 − vx0τ

2

)
(Sn+1,m (t) − Sn,m (t))

+
(
γ2 − vy0τ

2

)
(Sn,m+1(t) − Sn,m (t)) (7)

γ2 =
r

kT/qIs(eqVd /kT − 1) + R
(8)

τ = rC. (9)

Fig. 3. Proposed VTF with quantum dots structure on the RTD substrate. (a)
Side view. (b) Top view.

Considering the RTD, the state equation can be obtained as
d

dt
qn,m = Cn,m

dSn,m

dt

= −f(Sn,m (t)) + h(Sn,m ) (10)

f(Sn,m (t)) = F (exp(n2Sn,m q/kT ) − 1)

+ A ln

[
1 + e((B−C +n1 Sn , m )q/kT )

1 + e((B−C +n1 Sn , m )q/kT )

]

×
[
π

2
+ arctan

(
C − n1Sn,m

D

)]

+ H(en2 eV /kT −1) (11)

h(Sn,m (t)) =
∑

C ell(k,l)∈Nr (n,m )

G(Nr (n,m), �v(t, x, y))

× (eq(Nr (n,m )−Ir R−Sn , m )/kT − 1)Is (12)
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Fig. 4. Circuit model of a basic cell of the proposed VTF.

where

G(Nr (n,m),
−−−−−→
v(t, x, y))

=

{
γ2 + �v (t,x,y )τ

2 cos θ(
−−−−−→
v(t, x, y),

−−−−−−−−−−→
Nr (n,m)Sn,m ) = 0

γ2 − �v (t,x,y )τ
2 cos θ(

−−−−−→
v(t, x, y),

−−−−−−−−−−→
Nr (n,m)Sn,m ) �= 0

}

and Nr (n,m) is an r-neighborhood of a cell Cell(n,m) and is
defined by

Nr (n,m) =

{
Cell(k, l) | max{|k − n|, |l − m|} ≤ r,

1 ≤ k ≤ N ; 1 ≤ l ≤ M

}
(13)

where In,m is the bias current and f(Sn,m ) describes the I–
V characteristic of the RTD with physical model parameters ,,
A,B,C, D, F , n1 , and n2 ; h(Sn,m ) represents the current from
neighboring cells to Sn,m where Is is the saturation current in
the diode.

The relationship between Sn,m and On,m can be described
by combining (10) and the following:

g(On,m (t)) = (eq(Sn, m −On, m )/kT − 1)Is. (14)

Using these equations, we obtain a new state equation as

Cn,m
dOn,m

dt
= −f(On,m (t)) + g(On,m (t)) + In,m (t) (15)

which represents the VTF. The schematic diagram of the VTF
for a basic cell is described in Fig. 4. Figs. 5 and 6 describe
experimental results of the proposed VTF. In Figs. 5 and 6, the
dark-round-shaped dots represent input impulse signals. Ob-
serving signals based on the time sequence, the moving object,
and the standing object are divided by time T. Hence, T = 2
represents the next time to T = 1 in the sampling clock se-
quence. In Fig. 5, the standing object (S4) is amplified in the
output O4 , while other moving objects from S2 to S1 hold low
output values in O1 . In Fig. 6, the moving object from S2 to S1
in the left direction is latched to the high value in O1 , while the
standing object S4 is latched to the low output value in O4 . In
Fig. 7, the left figure is the moving input. The first row repre-
sents an object moving with a velocity of 2 pixels/s to the right.
The second row shows an object with a velocity of 1 pixel/s
to the right. The third row represents a nonmoving object. The
fourth row shows an object with a velocity of 1 pixel/s to the

Fig. 5. HSPICE simulation result for VTF with velocity 0.

Fig. 6. HSPICE simulation result for VTF with velocity 1.

left. Finally, the fifth row represents an object with a velocity
of 2 pixels/s to the left. The right sides of Figs. 7 and Fig. 8
show the output of the filter. In Fig. 7, only the target object,
which does not move has a high output value shown with red
and yellow colors. Therefore, the nonmoving object can be de-
tected, as shown in Fig. 7(b). In Fig. 8, the moving object with
a velocity of 1 pixel/s to the left has a high output value. Hence,
the object with a velocity of 1 pixel/s to the left can be detected,
as shown in Fig. 8(b). The velocity to be filtered can be chosen
by controlling the resistance values between the quantum dots.
Based on (7), we control the resistance value to filter objects
with a certain velocity. The output results in Fig. 8(b) can be
explained using (15).

III. SYSTEM ANALYSIS

A. Delay Analysis of VTF

In this section, we investigate the delay of the input signal to
the output node. To analyze the signal delay, we regard our VTF
as an RC network in the form of a tree. To examine the system
as an RC tree, we simplify our VTF as shown in Fig. 9. In Fig. 9,
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Fig. 7. Experimental result of VTF for a velocity of 0 pixel/second. (a) Input
moving objects. (b) Output filtered objects.

Fig. 8. Experimental result of VTF for a velocity of 1 pixel/second. (a) Input
moving objects. (b) Output filtered objects.

Fig. 9. RC tree representation of the proposed VTF.

we represent the VTF only with capacitors and resistors. Hence,
the following equation always holds for the output node On,m :

∫ ∞

0
VOn, m

(t)dt =
N∑

k=1

CkSk (0)ROn, m ,k (16)

where

ROn, m ,k =
∑

Rj ⇒
(
Rj ∈

[
path(On,m → Xn,m )

⋂
path(k → Xn,m )

])
. (17)

If we assume that the array of filter nodes is a 2n × 2m matrix,
same as that of the output nodes, the delay of the signal from
the input node to the output node in the position of n,m can be

Fig. 10. Equivalent circuit model of an unit cell of VTFs.

represented by

r

2n∑
l=1

2m∑
k=1

(CSk , l
+ COk , l

) − rCOn , m

+ (r + Rd(V ) + 5Rrtd(V ))COn , m
(18)

where Rrtd(V ) and Rd(V ) are the resistances with functions
of applied voltages across each device. Since we assume that
the output is stabilized after 5τ (time constant) due to the RTD,
we add 5Rrtd(V ) for the RTD stabilization time on the out-
put. Based on the simulation results in Figs. 5 and 6, the RTD
stabilization takes time from 200 to 500 ps in our simulation.
Assuming that the capacitances are same for all nodes, (18) can
be approximated as

C(4rn × 4rm + Rd(V ) + 5Rrtd(V )). (19)

Given the size of the array, the delay is governed by the input re-
sistance, the diode resistance, and the RTD resistance from (19).

However, since the conventional VTF uses local energy in-
tegration and shunt inhibition circuitry after filtering, our VTF
is much faster than the conventional VTF. To examine this in
detail, the propagation delay of the local energy integration and
the shunt inhibition circuitry needs to be investigated. In the cir-
cuit implementation, the integration logic consists of multipliers
and adders. Using the cutting-edge technology, 0.11 µm CMOS
standard cell library, the whole processing of those combina-
tional logics takes 4.5–5 ns for 4 b (one digit) multipliers [12].
Including adders, the processing time will be increased until 7–8
ns, which is around 100 times slower than that of our nanoelec-
tronic circuitry, as shown in Figs. 5 and 6.

B. Power Consumption Analysis of VTF

Since our proposed VTF has fewer device components than
conventional VTFs, the proposed VTF is assumed to consume
less power. To analyze the power consumption, we need to par-
tition the VTF into two components. The first part corresponds
to the filter part, which includes filtering connections, input con-
nections, quantum dots, and the RTD in Fig. 4, and the second
part consists of output interconnections, output quantum dots,
and the output RTD in Fig. 4. To calculate the power dissipation,
we redraw Fig. 4 as Fig. 10 that excludes the right-hand side
of the filters for circuit analysis, assuming that the current flow
in the filter area is unidirectional. If we assume that the input
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TABLE I
PERFORMANCE COMPARISON OF VTFs WITH 20× 20 PIXEL IMAGES

voltage to node Xn,m in Fig. 9 is Vsupply , which is a pulse signal
with a rising and a falling time, the average power consumption
of resistor r is given as

Pr = rI2 = r(Y Vsupply )2 = r

∣∣∣∣ 1
Z

∣∣∣∣
2

|Vsupply |2 (20)

Y =
1
Z

(21)

where, Z is given by (22), shown at the bottom of the page.
In (22),

A =
(1/jωC)RRTD(V )
1/jωC + RRTD(V )

(23)

where RRTD(V ) and Rd(V ) are functions of voltage V applied
across the devices. RRTD(V ) and Rd(V ) can be obtained from
I–V curves when voltages are applied across the devices. The
I–V curve of the diode is described by

I = Is(eqV /kT − 1). (24)

Also, the I–V curve of RTDs is described by (3)–(5). Since
Vsupply is not a dc source, the voltages across the devices change
with time. This calculation can be processed by partitioning the
simulation time and applying the equations with each interval
repeatedly. The average power consumption of resistor R is
given as
PR = RI2

1

= R

∣∣∣∣ A(Rd(V ) + A)/2A + Rd(V )
(R + Rd(V )) + 2A(Rd(V ) + A)/(2A + Rd(V ))

∣∣∣∣
2

×
∣∣∣∣ 1
Z

∣∣∣∣
2

|V |2 . (25)

In the case of a diode in the filter parts, the average power
consumption is written as

PRd (V ) =Rd(V )
∣∣∣∣ A(Rd(V ) + A)/2A + Rd(V )
R+Rd(V )+2A(Rd(V )+A)/2A+Rd(V )

∣∣∣∣
2

×
∣∣∣∣ 1
Z

∣∣∣∣
2

|V |2 . (26)

The output that includes the diode, quantum dot, and RTD con-
sumes power described by

Poutput =
|A(Rd(V ) + A)/2A + Rd(V )|3

|R+Rd(V )+2A(Rd(V )+A)/2A+Rd(V )|2

×
∣∣∣∣ 1
Z

∣∣∣∣
2

|V |2 . (27)

The total power dissipation can be obtained by measuring the
current from the power source and multiplying with the sup-
plied voltage. We could obtain the total power dissipation by
using the HSPICE simulation that includes the aforementioned
calculations. However, since the output part include the external
current into the output quantum dot, the power consumption due
to the external current needs to be added to the output power
consumption. The modified power consumption including the
contribution from the external current is given as

Poutput−mod = Poutput + I2
extRRTD(V ). (28)

In detail, the external current can be minimized to minimize
the static power consumption by satisfying the condition

Iv + Ileak < Iext < Ipeak + Ileak (29)

where the Ileak , Ipeak , and Iv are the leakage current from the
capacitance components of the RTDs, the peak current, and the
valley current, respectively, as shown in Fig. 2(b). If we apply
the current density of 0.5 mA/µm2 , we have two stable voltage
points 0.15 and 1.1 V. Therefore, the corresponding power
dissipations from the external current source are 15 and 110 nW.
If we apply the experimental values of the RTDs’ capacitance
of 10−15 F and Vsupply of 1.5 V to the HSPICE simulation, we
get the total average power dissipation in the range from 29 to
114 nW, depending on output voltages. Hence, if we have high
output voltages, the external current is dominant in the total
power dissipation; otherwise, it is comparable with dynamic
power dissipation. However, the dynamic power dissipation
is dominated by the power from the input resistance r and the
resistances R in the filter, each of which has much higher value
than the other resistive components.

Based on the earlier calculations, Table I gives the perfor-
mance comparison with the VTFs in [5] and [13]. In terms of
area, our VTF is 10–100 times smaller than the other VTFs. As
shown in Table I, the processing time of our VTF is three to six
orders of magnitude faster than the other VTFs and consumes
around 100 times less power than the other VTFs.

C. Stability of VTF

Stability is an important issue in designing a system. Since
the VTF consists of nonlinear elements, namely quantum dots
on an RTD, we need to use appropriate methods for examining
the stability of the nonlinear system. One such method is the
Lyapunov theorem. To apply the Lyapunov method, we define

Z = r +
(R + Rd(V ) + A(Rd(V ) + A)/2A + Rd(V ))A(Rd(V ) + A)/2A + Rd(V )

R + Rd(V ) + 2A(Rd(V ) + A)/2A + Rd(V )
(22)
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the Lyapunov function E(t) of the VTF as

E(t) =
1
2

∑
n,m

h(Sn,m (t))h(Sk,l(t))

+
1
2

∑
n,m

f 2(Sn,m (t))

−
∑
n,m

In,m Sn,m (t). (30)

Considering that f(Sn,m ) is a nonlinear equation, E(t) can be
described by

E(t) =
1
2

∑
n,m

h(Sn,m (t))h(Sk,l(t))

+
∑
n,m

∫ Sn , m

0
f(Sn,m )dSn,m

−
∑
n,m

In,m Sn,m (t). (31)

1) Theorem 1: The Lyapunov function E(t) of the VTF is
bounded by Emax when a supplied voltage source is bounded.

Proof: To prove that E(t) is bounded, we first examine
h(Sn,m ). Since we assumed that the supplied voltage source
is bounded, if we prove that the differential of h(Sn,m ) with
respect to Sn,m is bounded, we can conclude that h(Sn,m ) is
bounded. From (10), we obtain a differential of h(Sn,m ) with
respect to Sn,m as

h′(Sn,m (t)) =
∑

C (k,l)∈Nr (n,m )

G(Nr (n,m),
−−−−−→
v(t, x, y))

× (q/kT )eq(Nr (n,m )−Ir R−Sn , m )/kT Is .

(32)
In (32), h′(Sn,m (t)) is bounded with given bounded Sn,m .
Therefore, it is obvious that h(Sn,m ) h(Sk,l) is also bounded. To
prove that f(Sn,m )is bounded, we obtain f ′(Sn,m ) from (9) as

f ′(Sn,m ) = b exp(bn2Sn,m )Fn2

+
[αβ(π/2 + arctan(C − n2Sn,m /D))]

1 + b exp(B − C + n2Sn,m )
− γ

(33)
where

α = A[1 + b exp(B − C − n2Sn,m )] (34)

β =
b exp(B − C + n2Sn,m )

1 + b exp(B − C − n2Sn,m )

+ b exp(B − C − n2Sn,m )

× [1 + b exp(B − C + n2Sn,m )]n2

[1 + b exp(B − C − n2Sn,m )]2
(35)

and r is given in (36),

shown at the bottom of the page, where b is q/kT . In (33), all
the exponential functions are bounded with the given function
Sn,m , which is bounded. Therefore, it is proven that f(Sn,m ) is
bounded. In addition, since we have the bounded function Sn,m ,
the current source is bounded. Hence, In,m is bounded. From
the fact that every element of E(t) is bounded, we can conclude
that E(t) is bounded.

2) Theorem 2: The differential of the Lyapunov function
E(t) of VTF is less than or equal to zero in the region where
f ′(Sn,m ) ≥ 0, that is

dE(t)
dt

≤ 0, f ′(Sn,m ) ≥ 0. (37)

Proof: From (31), the differential of E(t) with respect to time
t can be described by

dE(t)
dt

= −
∑
n,m

df(Sn,m (t))
dSn,m (t)

dSn,m (t)
dt

h(Sk,l(t))

+
∑
n,m

df(Sn,m (t))
dSn,m (t)

dSn,m (t)
dt

f(Sn,m (t))

+
∑
n,m

In,m
df(Sn,m (t))
dSn,m (t)

dSn,m (t)
dt

f(Sn,m (t))

= −
∑
n,m

df(Sn,m (t))
dSn,m (t)

dSn,m (t)
dt

× (h(Sk,l(t)) − f(Sn,m (t) − In,m )

= −
∑
n,m

df(Sn,m (t))
dSn,m (t)

(
dSn,m (t)

dt

)2

C. (38)

Since we can assume that C is positive in physical meaning,
the polarity of E(t)/dt depends on f ′(Sn,m ). Assuming that
f ′(Sn,m ) ≥ 0 leads to E(t)/dt ≤ 0. From this theorem, the
VTF is stable in a limited region where f ′(Sn,m ) ≥ 0.

However, our proposed circuit is stable ultimately. If the
initial condition of f ′(Sn,m ) < 0, Sn,m enters the positive
differential resistive region, where f ′(Sn,m ) ≥ 0 due to the
external current source. The external current source gives a
driving force to Sn,m from the negative differential region to
the positive differential region.

3) Corollary 1: The output system is stabilized when the VTF
is stabilized.

Proof: Assume that the Lyapunov function of the output sys-
tem is V (t). From (15), the stability of g(On,m (t)) is affected
only by On,m , since we know that Sn,m is a stable function. As
a result, the stability of the output system can be examined by
the same procedure as that of the VTF. This leads to the same
condition of stability, that is, the output system is stable only
when f(Sn,m ) ≥ 0.

γ =
An2 ln[1 + b exp(B − C + n2Sn,m )/1 + b exp(B − C − n2Sn,m )]

D[1 + (c − n2Sn,m )2/D2 ]

− Hn2b exp(n2bSn,m ) (36)
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4) Corollary 2: The VTF is asymptotically stable.
Proof: From Theorems 1 and 2, and Corollary 1, there exists

any initial value of Sn,m that satisfies the condition below

‖S0,0‖ < δ =⇒ ‖Sn,m (t, t0 , S0,0)‖ < ε ∀t ≥ t0 . (39)

In addition, it is attractive so that there exists a number δ > 0
such that, for all t0 ≥ 0, it can be described by

‖S0,0‖ < δ =⇒ ‖Sn,m (t, t0 , S0,0)‖ < 0, t → ∞. (40)

However, the VTF does not satisfy the previous condition if
we assume an infinite voltage source. Because the infinite volt-
age source can generate infinite current source, the Lyapunov
function E(t) is unbounded from Theorem 1.

IV. CONCLUSION

In this paper, we have described a new VTF that is used
for real-time motion estimation. Since the applications of the
VTF necessitate tiny, energy-efficient, and speedy architecture,
we have designed the new VTF based on the nanoelectronic
architecture. In the nanoelectronic architecture, the VTF was
implemented on a CNN based quantum dot structure. The ex-
perimental results show that the new VTF is 10, 100, and 1000
times better than conventional VTFs in area, power consump-
tions, and speed, respectively. Since the nanoelectronic archi-
tecture embraces nonlinear circuitry, a stability analysis was
performed. Based on the analysis, we concluded that the new
VTF is asymptotically stable, where the derivative of I–V curve
of the RTD with respect to I is greater than or equal to 0.
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