
1454 IEEE TRANSACTIONS ON NANOTECHNOLOGY, VOL. 10, NO. 6, NOVEMBER 2011

Self-Controlled Writing and Erasing in a Memristor
Crossbar Memory

Idongesit E. Ebong, Member, IEEE, and Pinaki Mazumder, Fellow, IEEE

Abstract—The memristor device technology has created waves
in the research community and led to the consideration of using
the device in multiple avenues. The most likely candidate for early
adoption is the nonvolatile memory due to the small cell size (in-
creased scaling potential), increased density as compared to flash,
and ability to stack these devices in a crossbar structure. This pa-
per analyzes the feasibility of a memristor memory and introduces
an adaptive read, write, and erase method that may be used to
realize a more resilient memory system in the face of low yield
in the nanotechnology regime. The proposed method is evaluated
in simulation program with integrated circuit emphasis (SPICE)
and a hand analysis model is extracted to help explain the sources
of power and energy consumption. Finally, the power metrics are
compared to flash memory technology, and the memristor memory
is shown to have an energy per bit consumption about one-tenth
that of flash when programming, comparable to flash when erasing,
and about one-fourth of flash when reading.

Index Terms—Memristor, resistive random access memory
(RAM).

I. INTRODUCTION

M EMORY is an indispensable part of electronic devices
today. Multiple variants of memory exist and have led

to a myriad of niches for multiple memory concoctions. These
memory concoctions reside in an ever-changing technological
domain allowing for the categorizing of different memory types:
volatile versus nonvolatile; fast versus slow; low capacity versus
high capacity; and cheap versus expensive. Memory examples
include random access memory (RAM), flash, hard drives, and
optical disks. Flash memory dominates the nonvolatile memory
market today for handheld and battery-operated devices.

Since HP’s identification [1] of Chua’s memristor [2], mul-
tiple applications for the device have been proposed ranging
from memory [3] and reconfigurable logic [4] to neuromor-
phic learning [5] and secure communication [6]. From all the
applications, the most promising with respect to product devel-
opment is the digital memory utilizing memristors as storage
elements. A new paradigm with respect to memory is neces-
sary for the continued growth in density of nonvolatile memory
for anticipated growth in petascale and exascale computing. The
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memristor’s simple structure, small size compared to transistors,
and nonvolatility make it a viable candidate for next-generation
memory technology. Memristor memory is a subset of resistive
memory since logic states are encoded in the memristor’s re-
sistance. Even though resistive memory is a more general term,
some problems associated with resistive memory in a crossbar
array are also characteristic to the memristor memory. The dif-
ference between resistive memory and memristor memory lies
in the fact that memristors have a pinched hysteresis loop at the
origin, while the more general term, resistive, includes devices
such as the one in [7], which do not possess this trait. Resistive
memory in essence comprises a lump of devices with differing
resistance-change mechanisms. The method introduced in this
paper, hence, may not be applicable to all resistive memory de-
vices, but it is definitely advantageous to memristor memory
systems.

The memristor memory presents a solution to difficulties en-
countered beyond CMOS scaling, but it also introduces vari-
ous complications to realizing this memory system. The patent
database provides a myriad of methods to deal with difficulties
(resistance drift, nonuniform resistance profile across the cross-
bar array, leaky crossbar devices, etc.) that arise from working
with these resistive memory elements. These difficulties (prob-
lems) are addressed within the database by using correcting
pulses to mitigate effect of resistance drift due to normal us-
age [8]; using a temperature-compensating circuit to counter
resistance drift due to temperature variation [9]; using an adap-
tive method to read and write to an array with nonuniform
resistance profile [10]; and introducing diodes [11] or metal–
insulator–metal (MIM) diodes to reduce leaky paths within the
crossbar memory array [12].

With every proposed solution to counter a problem, there are
drawbacks that need to be considered. This work exposes a view
that will lead to the realization of memristor-based memory in
the face of low device yield and the aforementioned problems
that plague memristor memory. Section II briefly introduces the
memristor, isolating diode, and crossbar modeling employed.
Section III describes the reading, writing, and erasing methodol-
ogy. Section IV shows the simulation results. Section V explains
the results. Section VI provides concluding remarks.

II. MEMRISTOR AND CROSSBAR MODELING

The memristor model used for simulation is based on the
nonlinear drift model with the window function Fp (2) as defined
in [13]. The doped-region width w is modulated according to (1)
with the window-function definition expressed in (2). For the
SPICE simulation, the memristor model was implemented as a
functional block in Verilog-A with parameter p = 4, memristor
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width D = 10 nm, and dopant mobility μD = 10−9 cm2 /V·s:

dw

dt
=

μD RON
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i(t)F

( w

D

)
(1)

Fp(x) = 1 − (2x − 1)2p . (2)

Diodes are used for crossbar isolation of individual devices in
accordance with [12]. For simulation, the memristor is in series
with a bidirectional diode model, representative of the MIM
diode, presented as

IDiode = I0(eqVD /nkT − 1). (3)

Overall, the simulation parameters for the diodes were: I0 =
2.2 fA, kT/q = 25.85 mV, VD is dependent on applied bias,
and n = 1.08. A P-N diode model is used because it provides a
weaker isolation than actual MIM diodes. Hence, if the proposed
adaptive method works with the P-N diode configuration, then it
will work better with the actual MIM configuration that depends
on tunneling currents and provides better isolation than P-N
diodes.

Nanowire modeling for simulation is a distributed pi-model,
but for hand calculations, a lumped model is used. From [14],
the nanowire resistivity follows:

ρ

ρ0
= 1 + 0.75 × (1 − p)

(
λ

d

)
(4)

where ρ0 is the bulk resistivity, d is the nanowire width, and
λ is the mean free path. The nanowire-recorded value used for
the simulation was: 24 μΩ·cm for 4.5-nm thick Cu. Following a
conservative estimate, the nanowire resistance was chosen to be
24 kΩ in total. Using a nanowire capacitance of 2.0 pF·cm−1 ,
the nanowire modeling was made transient complete.

III. APPROACH

A. Top-Level Memory

In Section II, we had set up and described the contents of the
memory crossbar array (MCA) depicted in Fig. 1. This section
will help expand upon the memory architecture envisioned and
provide more details with respect to the other components, i.e.,
the muxes/demuxes, read circuitry (RC), and the data divisions.
In this section, we will also introduce the reading, writing, and
erasing schemes utilized in the envisioned memory system.

Fig. 1 shows the top-level block diagram and the connections
between the already-explained crossbar array and the periphery
circuitry. The row- and column-address signals allow a selected
row or column to be transparent to either the RC or the data
sections.

The nature of the muxes may prove to make design more
difficult due to the stringent requirements of their functionality.
These requirements do not affect the muxes controlled by the
reverse polarity (RP) signal; these muxes are simpler since they
are essentially transmission gate muxes that switch between
two paths. For the row- and column-address muxes, the mux
requirements extend beyond switching paths for unselected and

Fig. 1. Top-level block diagram.

selected lines. Our preliminary simulations agree with the results
from [15] proposing active bias for unselected lines (columns
and/or rows). When a line is unselected, a reference bias must
be set on all the unselected lines thereby limiting the leakage
paths that may affect read and write integrity. For more details
on this problem, refer to [16], where the authors discussed in
detail the effect on noise margin of floating the unselected lines
in a resistive memory.

In this implementation, the selected and unselected lines have
two different references corresponding to when the memory is
in use and when the memory is not in use. When in use, the
unselected lines are held at VREF voltage, while when not in
use, the lines are grounded. The selected lines pulsate between
VREF and VDD when memory in use but is held to ground when
memory is not in use. The signal flow is unidirectional from
data, through an RP mux, through a mux/demux, through the
MCA, through another mux/demux, then another RP mux, and
finally to the RC. The signal-flow direction is controlled by
which RP mux is connected to the RC and by which RP mux is
connected to data.

Data is a small driver that asserts VDD . The length of time
VDD is asserted is controlled by timing circuits that determine
when to open the signal path from data to RC. The RC block
is essentially a generic block that implements the flow diagram
represented in Fig. 2, specifically, the “Calculate δ” and the
steps that lead to determining the logic state of the selected
memristor device. This signal flow is used to avoid negative-
pulse-generation signals as seen in [17] and [18].

B. Read, Write, and Erase Operations

This section delves into the operations of the RC division with
respect to the flow diagram in Fig. 2. Fig. 2(a) shows the decision
process for a read, while Fig. 2(b) shows the decision process for
a write or erase operation. The write and erase operations are the
extensions of a single-cycle read operation. The double-cycle
read is given in the flow diagram, and this is dubbed double
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Fig. 2. (a) Read flow diagram. (b)Write/erase flow diagram.

cycle because the memristor reads in one direction and, then,
reads in the other direction to restore state if necessary. The read
process is designed this way in order to prevent or limit read
disturbance. Since each memory device in the crossbar array
is different, the chosen pulses utilized for the read may cause
destructive reads thereby requiring a data refresh after read. The
refresh process is essentially built into the read just in case it is
necessary.

Referring back to Fig. 2(a), we apply bias to the memristor to
sample its current value (apply sampling pulse 1), and then, we
apply another bias to the memristor to sample its value again
(apply sampling pulse 2), and finally, calculate δ. δ signifies
the amount of change that has occurred within the memristor
between the two sampled pulses. The pulses are chosen in a
manner that will change the conductance of the memristor. De-
pending on the magnitude of δ, the read circuitry will return
either a “Logic 0” or a “Logic 1.” The definitions of both the
“Logic 0” and “Logic 1” states depend on the designer. In one
state, the sampling pulses push against an upper (lower) limit,
while in the other state, the sampling pulses move the memris-
tor in a direction opposite to its current state. In the latter case,
a correction is necessary if considering that each memristor is
different within the crossbar array. The pulses used will disturb
memory state based on both the location of memristor within the
crossbar array and the low/high resistance boundaries of spe-
cific memristors. The unknown memristor resistance response

Fig. 3. Memory cell read operation showing the different phases of read:
equalize, charge v1, charge v2, no op, and sense enable.

to the applied pulses puts a requirement of a loop back requiring
a polarity reversal.

The read process described in Fig. 2(a) is extended to create
Fig. 2(b). The goal of the latter figure is to reuse circuitry for
the erase and write operations. The erase operation is defined
as taking the memristor from a “Logic 0” to a “Logic 1,” while
the write operation changes the memristor from a “Logic 1”
to a “Logic 0.” These states can be interchanged depending on
definition, as long as the definition is consistent across the read,
write, and erase operations.

The adaptive write process is similar to that in [19]. While
the presented process is a discrete process that requires multiple
steps, the process in [19] continuously changes the memristor
until a latch stops the write process. This method is appropriate
for single devices, but using a control to stop an applied bias
may be tricky to implement in a crossbar because signal delays
will come into play. The delays may cause an overprogramming
or overerasing of a device, or even overdisturbing unselected
devices.

The advantages of reading, writing, and erasing using the pro-
posed scheme in Fig. 2 includes: tolerance to crossbar-variation
resistance; adaptive method to write and erase a crossbar mem-
ory; and circuitry reuse for read, write, and erase. The evaluation
of the method in the following sections will strive to provide
evidence of these claims. Before diving into the evidence, a
circuit model of the previously shown flow diagrams must be
presented.

Fig. 3 shows the different tasks (equalize, charge v1, charge
v2, no op, and sense enable) that compose a read. The circuit
that produces these signals is shown in Fig. 4 to make sense of
the different tasks. Two sampling signals, i.e., ϕ1 and ϕ2 , con-
trol the conversion of current-to-voltage samples on capacitors
C1 and C2 . But before any sampling, an equalize operation is
performed to balance the charges on both capacitors by asserting
EQ signal high. Once the signals are sampled, then the sense-
enable operation is performed by first asserting NS high and,
then, later PS high. The sense amplifier in Fig. 4(b) is modified
from the sense amplifiers found in the literature. The amplifier
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Fig. 4. Read sense circuitry. (a) Sampling circuit that converts current through
Rm em to voltage. (b) Sense amplifier that determines high- or low-resistive
state.

is purposefully made unbalanced to produce a default output of
low resistance.

The unbalanced attribute of the sense amplifier can be
achieved in multiple ways, but the chosen method in this im-
plementation is to make the W /L ratio of both Mpa and Mpb

320 nm/180 nm; the W /L ratio of Mna 1 μm/500 nm; and W /L
ratio of Mnb 1.2 μm/500 nm. The NMOS devices are unbal-
anced, while the PMOS devices are balanced. The transistor
controlled by NS has a ratio of 280 nm/180 nm, while the one
controlled by PS has 400 nm/180 nm. Rref is an 80-kΩ resistor,
while Rmem ’s default value is expected to vary from 20 kΩ to
20 MΩ.

IV. SIMULATION RESULTS

The simulation approach consists of considering different
memory conditions on a 16×16 array. The device of interest is
situated in the center of the array, but all verifications were done
with a worst-case device at the corner with minor changes in the
results. The crossbar array unless specified otherwise contains
all memristors with the ability to change states.

A. High-State Simulation

In high-state simulation (HSS), the memristor crossbar ar-
ray has all devices initialized to a high conductive state (the
worst-case scenario). The device of interest to be written to has
a resistive range between 20 kΩ and 20 MΩ, and its initial resis-
tance is ∼18 MΩ. The device accessed for the write operation
is located at the center of the array (eighth row, eighth column).
Fig. 5 provides a sample number for read cycles necessary to
perform the write operation.

Fig. 5(a) shows the number of cycles required for a write,
while Fig. 5(b) shows the change in memristance of the ac-
cessed device in each read cycle. Each read operation provides
the device-state feedback, and the device only changes from
high resistance to low resistance when the device is written
to its lowest resistance level, i.e., 20 kΩ. The number of read
cycles necessary to write in this case is ∼21. The signals v1
and v2 presented in Figs. 3 and 4 are appropriately renamed
to help facilitate the understanding of the simulation results.

Fig. 5. Simulation results writing to an RRAM cell. (a) Low/high-resistance
signals. (b) Memristance high-resistance to low-resistance switch.

Fig. 6. Simulation results erasing an RRAM cell. (a) Low/high-resistance
signals. (b) Memristance low-resistance to high-resistance switch.

“vHighRes” and “vLowRes” are the logically renamed signals
to denote when the device of interest is in a high-resistance state
and a low-resistance state. When the signal vHighRes is high,
the memristor is in a high-resistance state, but when vLowRes
is high, the memristor is in a low-resistance state. Both vHigh-
Res and vLowRes are always opposites of each other in the
sense-enable phase.

Fig. 6(a) shows the number of cycles required for an erase,
while Fig. 6(b) shows the change in memristance of the accessed
device. Just like the write cycle, the erase cycle is performed
through read operations. The erase cycle takes six read cycles to
go from a low-resistive state to a high-resistive state. The sense
amplifier recognizes the switch to a high-resistive state when the
resistance is about 4.21 MΩ. This implies that during memory
operation, the number of read operations necessary for a write
after an erase may be different. And this adaptive method will
prevent any overerasing or overwriting (overprogramming).

B. Background-Resistance Sweep

In the background-resistance-sweep (BRS)-simulated state,
the background resistance for all devices is swept from 20 kΩ
to 20 MΩ. The device of interest is kept the same as in the HSS
case: its resistance range is from 20 kΩ to 20 MΩ. The goal of
the simulation is to show the effect of current memory state on
reading, erasing, and writing to a selected memristor. Figs. 7
and 8 show the simulation result for a broad spectrum (20 kΩ,
200 kΩ, 2 MΩ, and 20 MΩ), from top to bottom. Since tuning
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Fig. 7. Writing in the BRS case showing that resistance background has the
minimal effect on the number of read cycles required for a write.

Fig. 8. Erasing in the BRS case showing that resistance background has the
minimal effect on the number of read cycles required for an erase.

memristors to specific resistances is a time-consuming process,
the background resistance for all devices is achieved with static
resistors. Fig. 7 shows the simulation results for the write case,
while Fig. 8 shows the simulation results for the erase case.

From Fig. 7, the starting resistance is about 16 MΩ, and ∼21
read operations are necessary for a write. In the 20-MΩ case, one
less read is required. The simulation results show only vLowRes
signal for clarity (vHighRes is its opposite as shown earlier in
Figs. 5 and 6).

Fig. 9. Percent change in unselected devices during an erase for different
minimum resistances.

The BRS experiment is performed for the erase case to show
that using the memristor, with proper diode isolation, a similar
result is obtained. The same number of read cycles is necessary
to erase the memristor in all four background-resistance sweeps.

Another concern besides the background resistance is the
effect of reading, writing, and erasing on unselected devices.
A BRS experiment was performed but instead of using static
devices around a memristor, the memory array was composed of
all memristors with background resistances around 20, 40, and
200 kΩ. The maximum resistance for all devices still remained
at 20 MΩ. Fig. 9 provides the results for the change in unselected
devices during an erase operation.

In Fig. 9, the larger the minimum resistance, the larger the
percent change undergone by the unselected memristors. This
simulation hints that the larger the spread between the mini-
mum and the maximum resistance, the less likely unselected
memristors will change. Another factor that may contribute to
the results of Fig. 9 is that the lower the minimum resistance is
compared to the resistance of an OFF diode, the less likely the
memristor will change. This is because of the voltage divider
set up by the memristors in series with the diode whereby most
of the voltage drop is on the diode thereby causing very little
voltage drop on the unselected memristor.

C. Minimum-Resistance Sweep

For the minimum-resistance-sweep (MRS) case, the resis-
tance range for the memristor of interest is modified. Since the
BRS case has shown that the background resistance is really no
factor with proper diode isolation, the HSS simulation condi-
tions are used whereby unselected devices are initialized to low
resistance and may change during the writing operation. Fig. 10
shows a coarse spread of low resistances and the number of
read cycles necessary to complete a write. This result suggests
that with the set pulse duration for sampling, there exists a con-
tinuum on the number of read cycles necessary before a write
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Fig. 10. Writing to memristor devices with the same high-resistive state but
varying low-resistive states (coarse spread). The minimum resistance affects the
number of read cycles necessary before a write occurs.

Fig. 11. Writing to memristor devices with the same high-resistive state but
varying low-resistive states. The larger the minimum resistance, the lower num-
ber of read cycles necessary to reach the low-resistive state.

occurs. The farther the lowest resistance is from 20 MΩ, the
more the number of read cycles necessary for a write to occur.
In the 2-kΩ case, the switch to a low-resistive state does not
occur. In the 20-kΩ case, the switch to a low-resistive state oc-
curs after ∼21 read cycles, and in the 200-kΩ case, the switch
to a low-resistive state occurs after one read cycle. This trend
implies that the current parameters chosen for sensing may be
limited to the range currently provided. For the cases, where
the low-resistive state is greater than 200 kΩ, the sensing circuit
might only give vLowRes as high. The sensing resolution takes
a hit here but this can be adjusted by using a shorter pulse width.

The implication of an upper end only means that for devices
with low-resistance states closer to their high-resistance states,
shorter sampling pulses will need to be used in order to detect
the memory state. Shorter pulses will provide the resolution nec-
essary to avoid overwriting. Fig. 10 might show a coarse sweep,
but Fig. 11 shows a finer sweep of the minimum resistance. The
trend mentioned earlier holds true when the low-resistance state
is varied from 28 to 100 kΩ. As the low-resistance-state value
increases, the number of pulses required to reach this value
decreases.

Fig. 12. Writing under different diode-leakage conditions (from left to right:
2.2, 4.34, 8.57, 16.9, 33.4, 65.9, 130, 257, and 507 fA) to show that under
heavy leakage, the read/write circuitry fails to correctly determine logic state of
memristor.

D. Diode Leakage Current Simulation

The goal of this simulation is to determine how much diode
leakage the 16 × 16 network’s sensing scheme can handle.
The graphs shown in Fig. 12 depict multiple read cycles under
different diode saturation currents IS . The saturation currents
going from left to right are: 2.2, 4.34, 8.57, 16.9, 33.4, 65.9,
130, 257, and 507 fA. For the first seven IS values, the sensing
scheme works as expected. For the lowest saturation current,
i.e., 2.2 fA, it takes about three more read cycles for a write to
occur as opposed to the highest saturation current, i.e., 130 fA.
The sensing scheme fails for the 257-fA case and 507-fA case.

In Fig. 12, the higher leakage cases actually switch the mem-
ristor device state more quickly than the lower leakage case.
The failed cases (257 and 507 fA) do not signify a change in
memristor characteristic behavior, but they signify a drawback
in the sensing mechanism. This view is supported in the simu-
lation results of Fig. 13. The memristor responses to the pulses
provide the same general shape; therefore, the sensing method
should be able to determine the resistive state. The high-leakage
cases take the memristor to a low-resistive state quicker than the
low-leakage cases and this is verified also in the memristance
profiles.

A redesign of the sensing circuit can overcome this drawback
and only suggests that the circuit only responds to certain limits.
By resizing the sense amplifiers, a better leakage range can be
accommodated at the cost of lower precision.

E. Power Calculations

For hand analysis, a lumped wire model is used for the
nanowire as shown in Fig. 14, but for simulation, a distributed
pi-model is used. The capacitance CN is in the femtofarad
range, while CM 1 is in the attofarad range. The capacitors of
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Fig. 13. Memristor changes under the different leakage conditions showing
that the read/write failure in Fig. 12 is not because of the characteristic deviation
but because of sensing methodology drawback.

Fig. 14. Equivalent circuit schematic showing the components considered in
power analysis (note that series diode RD � M1 ).

interest that contribute most to the transient behavior of the cho-
sen method are the CS capacitors that have capacitance in the
hundreds of femtofarad range.

Using a Delta–Wye conversion and ignoring some capacitors,
the time constants related to the OFF and ON resistance paths
are derived. The small capacitors, i.e., CN and CM 1 , are ignored
in this analysis for sake of simplicity since they are much smaller
than CS . The ON and OFF paths relate to the switches in Fig. 4
that are controlled by the sampling signals, i.e., ϕ1 and ϕ2 , and
the EQ signal.

There are four noticeable sources of power consumption.
The first comes in the form of power dissipated by the resistive
nature of the nanowires, transistors, and memristors. The second
comes in the form of dynamic power needed each cycle due to
capacitances that charge and discharge. The third source comes
from nonideal isolations and leakage, i.e., diode leakage in the
nanocrossbar array or OFF transistor leakage. The last source of
power comes from the static and dynamic nature of the driving
circuitry used to drive the crossbar array. The third and fourth
sources of power severely depend on implementation and will

not be considered in the following analysis; note though that with
CMOS scaling, these may dominate future power consumption.

The power analysis is done for one complete read cycle, and
depending on the amount of read cycles necessary for a write
or an erase, the equations can be iterated through N cycles to
estimate the power for the necessary number of cycles.

1) The worst-case CS charging and discharging energy:
CS (VREF )2 .

2) The worst-case energy dissipated in the resistor reference:
(IN (M1))2 · (RN + M1) · ts + ((VREF)2/RREF) · ts ,
where ts is the average time for which the resistor combi-
nation is under bias.

a) Programming and Erasing Sequence: During program-
ming and erasing, the value of M1 changes with the applied
bias. For hand analysis and verification of the programming and
erasing sequence, a model is necessary that will account for
memristance change from high to low and from low to high
depending on the sample voltage pulses. The change in mem-
ristance is discretized in (5) through N read cycles necessary
for programming or erasing:

MT = R0

√
1 − 2 · η · ΔR · φ(t)

Q0R2
0

∼= R0

√
1 − 2 · η · ΔR ·

∑N
n=1 vn · ts

Q0R2
0

. (5)

The memristance values over time follow the definition of MT

in (5). Here, MT is the total memristance; R0 is the initial re-
sistance of the memristor; η is related to applied bias (+1 for
positive and −1 for negative); ΔR is the memristor’s resistive
range (difference between the maximum and the minimum re-
sistance); φ(t) is the total flux through the device; Q0 is the
charge required to pass through the memristor for the dopant
boundary to move a distance comparable to the device width;
and vn is the voltage across the memristor.

For programming, the adaptive method registers a change
from high resistance to low resistance when the memristor hits
20 kΩ. For erasing, the change from low resistance to high
resistance occurs around 4.21 MΩ. Iteratively, the power and
energy is determined using constant time steps of ts .

For the simulation/hand analysis, the values used are: RREF =
80 kΩ, RN = 26 kΩ, CS = 320 fF, ts = 2 μs, and M1 = 18 MΩ
for a high-resistive state and 20 kΩ for a low-resistive state. The
VDD value for this simulation was chosen as 1.8 V and adjusted
down to 1.1 V to account for drops on the MIM diode. With
these parameters, the power consumed for each read cycle in
the low-resistive state is 9.68 μW, while the power consumed in
the high-resistive state is 0.07 μW.

For the SPICE simulated case, the power consumed for each
read cycle in the low-resistive state is 10.5 μW, while the power
consumed in the low-resistive state was 0.67 μW. The values for
the low-resistive state are similar to the calculated but the value
for the high-resistive state is a great underestimation (89.6%
error)!
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TABLE I
POWER AND ENERGY SUMMARY

b) Inclusion of the Leakage Estimation: The high-resistive
state is definitely a victim to the leakage power. The simula-
tion in this study is done in a low-resistive memory state to
account for the worst-case condition. In this memory state, the
measured leakage value for devices in the selected rows and
selected columns is around 20 nA each. In our 16×16 array, this
accounts for 30 devices biased to around 0.9 V (lower than the
MIM diode threshold); therefore, the leakage increases due to
the applied bias. The diodes are modeled with two P-N diodes
in series for the worst-case performance, while the actual MIM
characteristics will be better.

In order to estimate the energy more efficiently, this leakage
power must be accounted for. This was done by using the diode
equation in (3), with I0 = 2.2 fA, kT/q = 25.85 mV, VD =
0.45 V (0.9 V divided equally by two identical P-N diodes) and
n = 1.08, IDiode = 22 nA. Assuming each path on the selected
rows and columns takes a diode current of this magnitude; then,
the total power consumed by leakage in the 16 × 16 array is
30 × 22 nA × 0.9 V = 0.59 μW. Adding this value to the hand-
calculated values in the previous section gives better agreement
with the simulation in both resistive states: 10.27 and 0.66 μW.

To summarize, the energy per bit for the memristor memory
compared to flash looks very promising. The numbers from
flash include the periphery circuitry and driving circuitry. Most
energy consumption in flash is usually attributed to the charge
pumps, which are unnecessary in the resistive memory case.
In flash memory product comparison, the lowest read energy
for single-level cells is 5.6 pJ/bit, program energy 410 pJ/bit,
and erase energy 25 pJ/bit [20]. These values are from different
single-level cells (one product could not boast to be the lowest in
all categories). The read and erase energy per bit for the resistive
memory is given in Table I. There is potential of reducing the
program energy significantly by shifting to resistive memory
technology. The erase energy between this technology and flash
are similar, and the read energy depends on the state of the
memristor being read.

V. DISCUSSION

The resistive RAM (RRAM) is a structure that strives on the
isolation provided from one cell to the next cell. The ability
to selectively access one device without disturbing the other

is the most vital trait of the technology. The results from the
diode leakage current (DLC) simulation show the vulnerability
of sensing in the resistive memory when the leakage current is
too high. One way to combat this effect is to allow for an ad-
justable reference resistor and design for specific leakage toler-
ance. The BRS results showed that as long as the diode isolation
was intact, the memory state does not dominate device-state
sensing. In essence, the proposition of more tolerable sensing
methods does not eliminate the need for tighter device processes
with respect to isolation.

The method proposed provides a sensible way to deal with
errors (defects) in the crossbar structure. Errors can be classified
in three ways: 1) the memristor is in a stuck-open state; 2) the
memristor is in a stuck-closed state; and 3) the lower bound or
upper bound resistance targets are not met. In the first two errors
(stuck open or stuck close), an attempt to write the opposite
data to the memristor will fail. In either case, as long as the
memristor is static, the write methodology will only attempt
the write process once. The read process will always produce a
Logic 1 as defined in the flow diagram in Fig. 2(b). The stuck-
open or stuck-close case will not take multiple write cycles in
order to determine if the memristor is functional. To determine
if the device works or not, a read in one direction is performed,
an opposite data write is tried (again lasting only one read cycle
due to the static nature of the failed device), and a read verify is
performed. If both reads yield the same result, then the device
is nonoperational. This method removes the guesswork from
setting hard thresholds and setting the maximum write tries
before a memory-storage cell is deemed defective.

The defective nature of a stuck-open or stuck-closed cell
is different from a device that misses the target high and low
resistances for memristor devices. These devices behave in a
way that exhibit hysteresis but may have larger or smaller ratios
of the resistance in the high state to the resistance in the low state
compared to the design target. Since the proposed method does
not deal directly with the absolute resistance values, the exact
extremes of the resistance of a certain device is not of interest.
Resistance extremes are dealt with in ratio (see Fig. 10). The
larger the range between the high- and low-resistive states, the
more the number of read cycles necessary to perform a write or
erase operation. Also, depending on resistance range, the pulse
widths used for the design may not be enough to distinguish high
and low states. For example, in Fig. 10, any low level greater than
200 kΩ does not provide enough separation between the high-
and low-resistive states. The chosen 1-μs pulse widths would
already change the device state from one extreme to another dur-
ing a read operation. The analyses done in this study examines
the memory limitations for a chosen pulse width, but the values
presented can be improved upon with shorter pulses (<1 μs)
based on the improved memristor switching performance.

The advantage of using this method for read/write is to combat
the effects of process variation within the crossbar structure. The
exact low level does not matter except that the level is within
operational limits imposed by the 1-μs pulse. The nature of
the low level and high levels of memristive devices to change
during operation requires that the sensing method take this into
account. During operation, as long as the pulses do not change
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the memristor device to an extreme, then a device that may have
been deemed a failed device under another sensing scheme is
salvaged for further use. This method provides an insightful
scheme to combat the effects of resistance drift as memristors’
absolute extreme resistances change over their lifetimes.

The power and energy numbers in Table I show some dis-
agreement between calculated and simulated values. Eliminat-
ing the assumptions made due to the low time constant values
for the different capacitor paths may help agreement. Essen-
tially, the storage capacitors, although their access transistors
are in the OFF state, are leaking and charging depending on the
cycle presented by data. Also, the peripheral circuitry consumes
power not included in the calculated values. Considering that
the same driving circuitry is used to drive the memristor in both
its high- and low-resistive states, the low current achieved in
the high-resistive state suggests that the time constants of the
OFF and the ON paths have similar power characteristics, which
accounts for 0.01 μW. However, in the low-resistance state, the
OFF and ON paths have differing power profiles leading to
0.23 μW disagreement between simulated and calculated.

The program and erase numbers have a larger error differ-
ential because two different models are used to determine the
weight change in the memristor. In the calculated case, the
weight change is determined through an approximated linear
diffusion model whereby boundary effects are not taken into
consideration. In the simulated model, boundary effects are
modeled with a window function, which is why when the device
is in a low-resistive state at a boundary albeit high current, the
memristance does not change as drastically as predicted by the
linear model.

The current method proposed takes into account problems
that may be more pronounced in the higher dimension grid, i.e.,
4-KB block size as used in many commercial flash devices. The
resistive nature of the nanowire will be more pronounced for
devices not very close to the driver. This method of determining
memory state adjusts to the resistive drops that may be made
when the nanowires are more resistive than expected. The prob-
lem that may affect a larger memory size is excessive voltage
drops, which would require tuning the voltage level to accom-
modate all devices in the crossbar array. Devices far from the
drivers will essentially take longer to write or erase compared to
devices closer to the driver. Essentially, an adaptive read, write,
and erase method allows for a more flexible process technology
and will enable the adoption of the memristor memory sooner
since devices that do not meet high- and low-resistance criteria
may still be used with confidence.

VI. CONCLUSION

The showcased memristor memory extols the advantages of
using the new technology in memory applications. The method
of achieving the read, write, and erase relate adaptively to each
memristor device thereby allowing for the increased yield when
it comes to using devices that have differing high to low resis-
tance range. The memristor memory also exhibits lower power
and energy consumption when compared to flash memory. Un-
fortunately the proposed method cannot be directly applied to

the multibit memory since this method depends on writing the
memristor to an extreme. New methods will need to be devised
that will allow for reliably writing to the device in the multi-
bit case, as well as perform flash like operations, such as block
erasures. The latter is not necessary, but it would improve the op-
eration per bit statistics when it comes to the power and energy
consumption.
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