
~ 

IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN, VOL I, NO 1 ,  JANUARY 1988 11 

Methodologies for Testing Embedded Content 
Addressable Memories 
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Abstract-This paper presents a design strategy for efficient and 
comprehensive testing of embedded dynamic content addressable mem- 
ory (DCAM) where the address, data, and hit lines are not externally 
controllable or observable. Based on the design for testability ap- 
proach, three algorithms are developed for testing common functional 
faults in CAM’s. The first algorithm provides a new method of detect- 
ing pattern, sensitive faults over a neighborhood size of nine and 
therehy tests a w-word CAM in 33w + 2b + 64 operations, where b is 
the number of bits in a word. The proposed algorithm is significantly 
more efficient than other embedded procedures for testing pattern-sen- 
sitive faults. The embedded CAM can be tested for pattern-sensitive 
faults by using an extra 2w + 25 transistors without the need for a 
signature analyzer. Two additional simple algorithms are given in the 
Appendix for testing embedded CAM’s for stuck-at and adjacent-cell 
coupling faults. 

I. INTRODUCTION 
N INCREASING number of functional devices A within VLSI chips are becoming inaccessible to ex- 

ternal testers. As a result, new testable design strategies 
are necessary to grapple with the testing difficulties in 
embedded applications. Memory devices are extensively 
used in VLSI applications, and testing of embedded ran- 
dom access memory (RAM) devices has been studied by 
several researchers [ 11-[4]. However, as is described in 
this paper, these proposals for testing embedded RAM’s 
are not appropriate for content addressable memory 
(CAM). This paper examines the problem of testing 
CAM’s in an embedded environment, where the address 
and control lines of the CAM are not directly controllable 
and the data and hit lines are not externally observable. 

The paper demonstrates that a CAM can be tested in a 
far simpler manner than a RAM. The reading operations 
in a CAM can be replaced by one content addressable 
search operation, and instead of using a signature ana- 
lyzer, as is typically proposed for built-in self-test of 
RAM’s [l], [3], simple hardware can be used to monitor 
the match lines in a CAM. In contrast to the signature 
analyzer approach, simple testable designs are proposed 
in this paper which require at most 2w + 25 transistors in 
a w-word CAM of any arbitrary word size. The paper pro- 
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poses three methodologies to test for stuck-at faults, ad- 
jacent cell coupling faults, and pattern-sensitive faults by 
using simple testable hardware. The contributions of the 
paper include: i) a simple testable design for CAM’s, ii) 
algorithms for testing for three types of functional faults, 
and iii) an approach to testing CAM’s utilizing a single 
associative search operation as opposed to the conven- 
tional w read or associative search operations [ 5 ] ,  [ 6 ] .  

Section I1 of the paper introduces the dynamic CAM 
(DCAM) design illustrating its different modes of opera- 
tion. This is followed by the design for testability tech- 
nique which can be used to test the embedded CAM’s by 
three simple test procedures. The new algorithm for test- 
ing embedded CAM’s is presented in Section 111, fol- 
lowed by a built-in self-test (BIST) implementation of the 
algorithm in Section IV. 

11. TESTABLE CAM DESIGN 
A.  CAM Overview 

A typical organization for content addressable memory 
is shown in Fig. 1. A b-bit, w-word CAM is organized as 
an n = b X w two-dimensional array where all word lines 
(rows) and bit lines (columns) can be accessed randomly 
and in parallel. Each memory cell is connected to one pair 
of horizontal lines (comprising a row) and one pair of ver- 
tical lines (comprising a column). A memory cell is de- 
noted by CO if it is located at the cross point of an ith bit 
line and aj th  word line and is connected to the horizontal 
lines WJ , V, , and to the vertical lines Di,  E, .  Lines D, and 
E, are the ith BIT and BIT lines driven by the sense am- 
plifiers. Line W, is thejth word line and is selected by the 
word line decoder, which decodes the content of the log, 
w-bit memory address register (MAR). Line V ,  is derived 
by the control cell (CC,)  and its value depends on the 
logical value of WJ and the R / W ,  called the read/write 
line. 

The basic memory cell, shown in Fig. 2, consists of 
four transistors [7]. Transistors Q, and Q2 form the left 
half-cell, which is somewhat similar to a switched capac- 
itor dynamic RAM cell. As in DRAM, the logic state is 
stored by the parasitic capacitance at the gate of Q , .  The 
right half-cell consists of transistors Q3 and Q4 and is 
identical to the left half-cell. In contrast to DRAM, both 
halves are necessary to constitute a single CAM cell. 
Otherwise, as will be evident subsequently, the search op- 
eration cannot be done with a half-cell. The left half-cell 
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Fig. 1 .  Basic organization of a dynamic CAM. 

Fig. 2. Dynamic CAM cell. 

and the right half-cell contain the complementary data. 
The cell C, is said to store a logical 0 if the parasitic 
capacitance of Q, is discharged and the parasitic capaci- 
tance of Q3 is charged. A logical 1 is stored if the parasitic 
capacitance of Q, is charged and that of Q3 is discharged. 
In order to replenish the charges due to leakage, periodic 
refreshing is necessary; hence the memory is called dy- 
namic content addressable memory (DCAM). Line 5 in 
C, is supplied by the control cell, CC,, which consists of 
three transistors, Q5, Q6, and Q7. These three transistors 
realize the Boolean function V;. = E .  ( W, + R ) ,  so that 
transistors Q2 and Q4 can be turned on only in write mode 
when R = 0. Depending on the values of R,  D, ,  D,, and 
W,, the memory cell operates in the modes shown in Table 
I. In the following, the five different modes of DCAM 
operation are explained. 

1) Write Mode: In the write mode, W, = 1 and R = 0. 
Thus y = 1 and transistors Q2 and Q4 are turned on 
so the values of Di and Bi will be stored in the par- 
asitic gate capacitances. 

2) Masked Write Modes: If Wj = 0 with R = 0, then 
VJ = 0 and transistors Q2 and Q4 do not turn on and 
no write operation can be made on the cell. Also if 

= 1, R = 0 ,  and both D, and Ei are at high 
impedance, the content of memory will remain un- 
changed. 

TABLE I 
TRUTH TABLE FOR CAM 

Function Input output 
Di Di W, R 

Write0 0 1 1 0 
Write1 1 0 1 0 

MaskedWrite x I 0 0 
Masked Write z z 1 0 

Read0 1 1 0 1 Current i n n ,  
Read 1 1 1 0 1 CurrentinD, 

MaskedRead 1 1 1 1 

Match0 0 1 1 1 Currentin W, 
Match1 1 0 1 1 ifMismatchoccurs 

MaskedMatch 1 1 1 1 

x :  either 0 or 1; z :  high impedance state. 

3 )  Read Mode: In the read mode, W, = 0 and R = 1. 
The bit lines D, and bi are precharged to 1. De- 
pending on the content of the cell, either Ql or Q3 
(but not both) will turn on and either D, or Bj will 
be discharged by the word line. Thus the sense arn- 
plifier can read a 0 or a 1. 

4) Content-Addressable Search: In this mode, W = 1 
and R = 1. The data in the search register drive the 
0, and BJ lines, and these values are compared with 
the stored content of the cell. If the left half-cell is 
in state O( 1 ) and right half-cell is in state 1 (0), then 
the memory cell C,, will be said to be in state 1 (0). 
If the values of the D, = 1 (0), E, = O( 1) and the 
memory cell is in state 0 ( 1 ), then Q3( Ql ) will re- 
main turned off and Q,( Q 3 )  will be turned on but no 
current will flow through the word line W, since both 
W, and D , ( B t )  are at value 1. This will detect a 
match. In case of a mismatch, current flows from 
the W, through Ql if Di = 0 or through Q3 if D, = 
0, respectively. This current is detected by the cur- 
rent sensing elements, which pull up the corre- 
sponding MATCH line M, to high value. The HIT 
LINE detector in Fig. 1 is a logic NAND of all 
MATCH lines and if any mismatch occurs HIT 
LINE goes high. 

5 )  Masked Search: A memory cell can be masked in 
search mode if both the D, and 0, are set to 1. In 
this case, even if Q, or Q3 turns on due to a mis- 
match between the state of the cell and 0, or E t ,  
respectively, no current will flow through the word 
line W, since both the bit lines and word line are at 
value 1. 

In addition to the above modes, an internal masking of 
cells occurs if both the cells contain a 0 during a read 
operation [7]. Here, no current will flow through D, and 
E,, and the reading will be masked. 

The operation of writing a 0 or a 1 on a memory cell 
will be denoted by, respectively, WO and Wl. The reading 
operation will be denoted by R. If the state of the memory 
cell does not change, then the write operation is called 

- nontransition write. On the contrary, if the state of the 
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cell changes due to writing 1 (0), it is called transition 
write 1 (0) and is denoted by t ( 1 ). In the search opera- 
tion, all the cells in the selected word lines can be com- 
pared with a bit pattern in the search register. The content 
of the search register is denoted by a regular expression, 
e.g., if the content of the search register is (010101 
* - 
B. Design for Testability 

The testable design proposed here exploits the fact that 
test procedures often generate a test pattern which repeats 
after each p-word line by doing mutual comparison of 
every p word lines. Thus, the proposed technique replaces 
the w read/associative search operations by a single as- 
sociative search. Giles and Hunter [5 ]  have demonstrated 
how to modify the HIT LINE detector to augment the test- 
ability of stuck-at faults in a CAM. In this paper a similar 
approach has been adopted to test a large class of func- 
tional faults, and the odd word lines and the even word 
lines have been grouped into two different classes (i.e., 
p = 2 ) . The HIT LINE detector in Fig. 1 has been mod- 
ified and the testable hardware in Fig. 3 has been designed 
to detect whether all the lines in a class (i.e., all even lines 
and all odd lines) either hit or miss simultaneously. Tran- 
sistors Qo,  - (rn = b/2), detect the simulta- 
neous mismatch in all even word lines, while transistors 
Q,, - - * , Q2, - detect the simultaneous mismatch of all 
odd lines. Transistors Po,  - * - , P, - detect the simul- 
taneous match in all even word lines, while transistors P,, - - , P2m-1 detect the simultaneous match of all odd 
lines. Transistors CO, * * * , C, are comparator transistors 
and A = 0 if all the even lines either match or mismatch 
simultaneously, while D = 0 if all the odd lines either 
match or mismatch simultaneously. A = 1 if some of the 
even lines match and some mismatch. Similarly D = 1 if 
some of the odd lines match and some mismatch. If either 
A = 1 or D = 1 ,  error latch triggers and ERROR = 1 .  If 
A = 0 and D = 0, then ERROR = 0. HIT LINE indicates 
whether any word line matches and is a Boolean NAND of 
B and C, Clearly B = 0 if at least one even line matches 
and C = 0 if at least one odd line matches. Transistors 
To, * * * , T7 are used for precharging by precharge clock 
4P* 

The remainder of the paper demonstrates how, by using 
the testable hardware, pattern-sensitive faults in a CAM 
can be detected. Test procedures for simple stuck-at and 
bridging faults are given in the Appendix. The procedures 
in the Appendix are modifications of those proposed by 
Jain and Stroud [l] for testing embedded RAM’S. In the 
following section a new algorithm is proposed for built- 
in self-test of the pattern-sensitive faults in DCAM’s. 

>, it is denoted by SR = (01)”. 

- , Q,- 

111. PATTERN-SENSITIVE FAULTS IN EMBEDDED 
DYNAMIC CAM 

A pattern-sensitive fault models the adjacency effect 
between a memory cell, called the base cell, and its phys- 
ically neighboring cells. It is typically due to leakage ef- 
fects between a memory cell and its adjoining cells in the 

OP = Precharge Clack 
Error Hit Line 

Fig. 3.  Testable CAM circuit. 

presence of a particular data pattern in the neighboring 
cells [8], [9]. If a write operation is faulty due to the pres- 
ence of a particular bit pattern in the neighboring cells, 
then the fault is called a static pattern-sensitive fault 
(SPSF). On the other hand, if the content of the base cell 
changes due to a WRITE operation in one of the neighbor- 
ing cells and other neighboring cells hold a fixed pattern 
of 0’s and l’s, then the fault is called a dynamic pattern- 
sensitive fault (DPSF). Since any memory cell can be ar- 
bitrarily masked in a CAM, both SPSF’s and DPSF’s may 
occur. The problem of detecting SPSF’s and DPSF’s over 
a neighborhood of nine cells is addressed in this paper. 
Such a neighborhood is shown in Fig. 4 and is commonly 
called a 9-neighborhood. C, is the base cell. Cells 
C, * share the same word line (line j in Fig. 1 ) with the 
base cell and are called its word line neighbors ( N , ) .  Cells 
Ci,jfl  share the same bit line (line i in Fig. 1 )  with the 
base cell and are called the bit line neighbors ( N b )  of the 
base cell. The four comer cells in Fig. 3 are diagonally 
adjacent to the base cell and are called its diagonal neigh- 
bors ( N d ) .  

In order to detect all the static pattern-sensitive faults 
in the memory, every cell in the memory should make 
both t and 1 transitions in the presence of all 28 = 256 
patterns in the memory. Thus overall 512 transition writes 
are necessary for each cell in the memory to detect the 
SPSF. In order to detect all the dynamic pattern-sensitive 
faults, each base cell should be tested by an ordinary read 
or associative read operation whenever a transition write 
is made over a cell in the neighborhood of a base cell. 
Since each cell can make two types of transition writes 
for all the possible binary patterns in the other eight cells 
and there are altogether eight neighbors of a base cell, 
there are altogether 2 X 28 x 8 = 4096 transition writes 
in the neighborhood of a cell to test all the DPSF’s. This 
requires a large amount of test time. 

In this paper, an approach has been adopted in which 
cells in 9-neighborhood are categorized into four logical 
groups, viz., the base cell, bit line neighbors, word line 
neighbors, and diagonal neighbors. It may be noted that 
in practice the faults occur due to leakages between the 
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faulttype 

SPSF 

DPSF 

f i r  j j+l j+2 

Fig. 4. Base cell C,, and its 9-neighborhood. 

fault notation 

T/000.  T/100. T/010. T/110. 
T/001. T/101. T/Oll. Tllll. 
l/OOo. Moo. I/OlO. 11110. 
1/001.1/101. UOll. 1/111. 

. 

O/TOO. O/tlO.O/TOl. O/tll. 
VTlO, l/TOl. l/Tll. 

0/1OO.0/110.0/101.0/111. 
1/100.1/110.1/101.1/111. 
O/OTO. O/lTO. O/OTl. O/lTl. 
1/OTO. W T O .  1/0tl. l/lTl. 
0/010.0/110,0/011.0/111. 
1/010.1/110.1/011.1/111. 
O/OOT. 0/10T. O/Olt. O / l l T .  
1/00T. 1/10T. l/OlT, l/llT, 
0/001.0/101.0/011.0/111. 
1/001.1/101.1/011.1/111. 

cells within the neighborhood. It has been found that the 
leakage is maximum when the symmetrically located cells 
contain the same bit patterns [8]. By the above classifi- 
cation, many unnecessary binary combinations are 
avoided. For example, let there be a situation when a read 
operation is made to verify the transition write t when its 
bit line neighbors Ci, + and Ci, - I contain 0. Clearly, at 
first, the bit line i will be precharged to some high poten- 
tial. Now if any of the access transistors of the bit line 
neighbors is weak, then in the presence of 0’s in the bit 
line neighborhood, the precharge level in the bit line will 
be degraded and the sense amplifier on the ith bit line will 
fail to detect a 1 in the base cell. Similarly, if there is a 
weak transistor in cell Ci + 1, which does not allow the 
base cell to make a t transition because C, + is at state 
0, then it is enough to test the fault when the symmetri- 
cally located cell Ci - is also at state 0, since then the 
leakage effect will be predominant. Thus if a fault does 
not occur when both the cells Ci, are at state 0, then it 
will not occur even when C, + 1, is at 0 ( 1 ) and C, - is 
at l ( 0 ) .  

Dejnition I :  A pattern-sensitive fault is called static 
(SPSF) if a transition write W,( C,,) on the base cell in N ,  
where W, is either t or 1, is faulty in the presence of a 
fixed pattern in Nb U N ,  U N d .  This fault is denoted by 

s(Nd) represent the states of all cells in Nb, N,, and N d ,  
respectively. 

Dejnition 2: A pattern-sensitive fault is called dy- 
namic (DPSF) if the state of base cell s ( C , )  changes be- 
cause of a transition write W, on one or more cells in Nb 
U N, U Nd. A DPSF is denoted by s(  C , ) / W , ( N b )  

s(Cu)/s(Nb) s(N,) W,(Nd) ,  depending on whether the 
transition write made on the cells of Nb,  N,, or Nd changes 

Clearly, s ( N ’ )  = 1 if all the cells in the neighborhood 
N’ E { N b ,  N,, N d }  are 1 and s ( N ’ )  = 0 if all the cells in 
N’ are 0. It will be assumed that during testing of a pat- 
tern-sensitive fault, the contents of all the cells in N’ are 

wT(c t j ) / s (Nb3  s ( N w )  s ( N d ) ,  where s ( N b ) ,  ~ ( N w ) ,  and 

s ( N W )  s(Nd)9 s(cG)/s(Nb) w T ( N W )  s ( N d ) 9  Or 

s(Cij). 

always identical. Since all the cells in N’ may not be writ- 
ten in parallel, a read operation to test a fault is only made 
when all the cells in N’ are written identically. If all the 
cells in N’ make a transition write t , then W, (N’ ) will be 
denoted by t. On the contrary, if all the transition writes 
in N’ are 1, then W,(N’) will be denoted by 1. In order 
to detect the dynamic pattern-sensitive fault in N, it will 
be assumed that the cells in N‘ are mutually consistent in 
the sense that if an operation W, is applied to one cell or 
simultaneously to more than one cell belonging to N ‘ ,  then 
the next operation in the test will be to apply W, to the 
remaining cells in N’ and the state transition in base cell 
occurs only once. 

Dejnition 3: If the bake cell i is in state s, E { 0, 1 } 
and a transition write W, is made over one or two cells 
simultaneously belonging to N‘, then a DPSF is said to 
be consistent if the state of cell i does not change back 
from F, to si after the successive W, operation on the re- 
maining cells in N‘. 

Utilizing this notation, the SPSF’s and DPSF’s can be 
represented by Table 11. The four tuples are as described 
in Definitions 1 and 2. Since, there are 16 SPSF’s and 48 
DPSF’s associated with each cell in the memory, it can 
be easily seen that at most 4 x 24 = 64 transition writes 
on each cell will be necessary to sensitize all the SPSF’s 
and DPSF’s in a CAM,. In this section, it will be shown 
that by cleverly combining the transition write sequence 
over the neighborhood, the total number of transition 
writes on each cell can be reduced to 16. 

In order to accomplish the minimal transition writes per 
‘memory cell, at first, each cell C, in the memory will be 
assigned a positive number k E { 0, 1, 2, 3 )  such that k 
= 2 ( i  mod 2 ) + j mod 2. Thus, the memory cells are 
divided into four types of cells 0, 1, 2, and 3, as shown 
in Fig. 5 .  It will be shown later that a transition write on 
a cell followed by a suitable sequence of read operations 
on the adjoining cells will sensitize four pattern-sensitive 
faults; thereby the number of transition writes on each cell 
can be reduced by a factor of 4. 

In order to obtain a test procedure which needs only 16 
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1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 

15 

J3SlSZ~O 

o001 
0011 
0010 
0110 
0111 
0101 
0100 
1100 
1101 
1111 
1110 
1010 
1011 
1001 
lo00 
1001 

21-2 2i-1 21 2 k l  2i+2 
Fig. 5 .  Cell type assignment. 

TABLE 111 
CONTENT OF MEMORY CELLS 
- - 
OP 
# 

17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 

- - 

- - 

~ 3 ~ 1 ~ z ~ o  

0001 
oooo 
lo00 
1010 
0010 
0011 
1011 
1111 
0111 
0110 
1110 
1100 
0100 
0101 
1101 
0101 - 

- - 
OP 
# 

33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 

- 

= 

0001 
1001 
1101 
1100 
lo00 
oooo 
0100 
0110 
0010 
1010 
1110 
1111 
1011 
0011 
0111 
0011 

- - 
OP 
# 

49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 

- - 

- - 

S3~1S2SO 

o001 
0101 
0111 
1111 
1101 
1001 
1011 
1010 
lo00 
1100 
1110 
0110 
0100 
oooo 
0010 
oooo 

transition write sequences per cell, a graph theoretic ap- 
proach will be used. The 4-tuple in Table 111 describes a 
state space of 16 nodes (states) where each node repre- 
sents the binary pattern in the 9-neighborhood. These 
nodes are numbered 0 to 15, depending on the binary pat- 
tern in the 4-tuple. The base cell state is the MSB in the 
4-tuple. By complementing the pth bit in the 4-tuple, the 
memory state of the neighborhood will change from k to 
k - 2p ,  if the pth bit changes from 0 to 1, and from k to 
k + 2p,  if thepth bit changes from 1 to 0. All these tran- 
sitions from one state to another state represent edges in 
the state space graph and the graph describes a four- 
dimensional cube as shown in Fig. 6. Each undirected 
edge in Fig. 6 represents two antiparallel directed edges, 
and each directed edge corresponds to a transition write 
over all the cells having the same number, k E { 0, 1, 2, 
3 } in a neighborhood. The set of thick edges corresponds 
to changing the state of the base cell and will pertain to 
sensitizing the SPSF’s. Other edges pertain to sensitizing 
the DPSF’s. A minimal number of write sequences which 
will traverse all the directed edges in the 4-cube will con- 
stitute an Eulerian tour. The problem of deriving an Eu- 
lerian tour over an n-cube can be performed in several 
ways, such as the recursive technique [ 101, [ 1 11, and from 

2 1 

0 = <oOOo> 
1 = <owl> 
2 = <0010> 
3 = <0011> 

14 = <1110> 
15 = <1111> 

. . . . . . . . . . . . 

Fig. 6. State space graph for neighborhood with k = 4. 

reflected gray code [12]. Actually, the technique of ob- 
taining an Eulerian tour from the reflected gray code can 
be extended to any arbitrary gray code to generate any 
arbitrary Eulerian path. It can be easily seen that the se- 
quence of operations shown in Table I11 represents an Eu- 
lerian tour over the 4-cube. Algorithm 1 uses these write 
sequences to test the SPSF’s and DPSF’s for every cell in 
the memory over its 9-neighborhood. 

Theorem I: Algorithm 1 detects all modeled static pat- 
tern-sensitive faults (SPSF) and dynamic pattern-sensitive 
faults (DPSF) in a memory array. It also detects all stuck- 
at faults in the comparator and error detector logic. 

Proof: From the cell assignments, the neighborhood 
relationships between cells having different numbers are 
shown in Table IV. In Algorithm 1, all cells numbered k 
E (0, 1, 2, 3 )  make an upward ( t )  and a downward (1) 
transition write in the presence of all binary patterns in all 
other cells whose numbers are not k. In Table I11 there are 
altogether eight upward transitions in cells numbered k for 
eight distinct binary patterns. Also, there are eight down- 
ward transitions in cells k for all eight distinct binary pat- 
terns. Hence all 16 operations to sensitize SPSF’s are per- 
formed in Algorithm 1. Since after each transition write, 
an associative search is done, if any SPSF occurs, current 
will flow through the WORD (MATCH) line, which in 
turn will be detected by the parallel comparator and error 
latch. Also, because of the neighborhood relationship in 
Table IV, every transition write on cells numbered k will 
also sensitize the DPSFs for the other three cells for which 
the number is not k. For example, in operation #5 of Ta- 
ble 111, the state of the cells numbered 0 changed from 0 
to 1 while the contents of the cells numbered 1, 2, and 3 
remain the same to 1, 1, and 0, respectively. The suc- 
ceeding associative search operation in line (8) of Algo- 
rithm l detects an SPSF in all neighborhoods for which 
the base cell is 0 and DPSF’s in all other neighborhoods 
for which base cell is not 0 and the fault occurs due to 
transition in cell numbered 0. The effect of operation #5 
on different neighborhoods is shown in Fig. 7. Thus Al- 
gorithm l ,  which writes all the patterns in Table I11 over 
the entire memory, will sensitize both the SPSF’s and 
DPSF’s for every cell in the memory. 

Since at lines (8) and (10) of Algorithm 1, the contents 
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Algorithm 1: Test of Pattern Sensitive Faults in Embedded CAM 

Initialize all the cells to 0. 
Se tk  = O .  
Set the k-th bit in SR to 1 and rest of the bits to 0. Associatively read the 
memory. Check if ERROR-O. else fault is detected. Complement the k-th bit in 
SR. 
Se tk  =k+1. 
If k < b. go to (3): else go to (6). 
Set i = 0. 
If the transition write in i-th operation is on cells numbered p E (0.2). write on all 
cells having number p and are on even word lines. 
Set SR-(sosz)’. where so and s2 are the contents of cells numbered 0 and 2. 
respectively. Associatively read the memory. Check if ERROR-O. else error is 
detected. 
If the transition write in i-th operation is on cells numbered p E {1,3), write on all 
cells having number p and are on odd word lines. 

(10) Set SR=(sls3)’, where s1 and s3 are the contents of cells numbered 1 and 3. 
respectively. Associatively read the memory. Check if ERROR-0. else error is 
detected. 

(11) Set i = i+l. 
(12) If i = 10. then go to (13): else go to (17). 
(13) Set A = 0. 
(14) Set the k-th bit in SR to 0 and rest of the bits to 0. Associative read the memory. 

(15) Set k = k+l. 
(16) If k < b. go to (14); else go to (17). 
(17) If i <65. go to (7): else exit successfully. 

Check if ERROR-O. else fault is detected. Complement the A - t h  bit in SR. 

Base Cell 0 Base Cell 1 Base Cell 2 Base Cell 3 
Fig. 7. Pattern written on different neighborhoods by operation 5 .  

TABLE IV 
CELL TYPES AND THEIR NEIGHBORS 

3 2 1 0 

of the memory cells are tested by observing and compar- 
ing the MATCH lines of different memory cells, compar- 
ator logic of each memory cell will be tested simulta- 
neously. Since Algorithm 1 tests all the patterns of Table 
111, the comparator logic will be tested correctly for 
matching operations if there is no SPSF and DPSF in any 
memory cell. But the mismatch in associative search op- 
erations cannot be detected by lines (8) and (10). Since 
the MATCH line is a wired OR of different memory cells 
on a single word line, each memory cell in a word line 
will be tested independently. In lines (2) through (9, the 

memory is tested with a marching pattern of 1’s when all 
the cells of the memory are initialized to 0. Since the pat- 
tern is different in only one bit position for every word in 
the memory, it will sensitize faults in the comparator logic 
for mismatch operations, and in every word line there will 
be a mismatch. Similarly, in lines (13) through (16), the 
memory is tested by a marching pattern of 0’s in the back- 

Theorem 2: Algorithm 1 tests a w word CAM in 33w 
+ 2b + 64 operations, where b is the number of bits in 
each word. 

Proofi w operations are needed to initialize the mem- 
ory in line (1). Lines (2) through (5) and (13) through (16) 
test in 2b operations the mismatch in an associative search 
for each memory cell. There are altogether 64 patterns in 
Table I11 and in each pattern there is only one transition 
write on a cell. In lines (7) and (9), w/2 word lines are 
written with each pattern in Table 111. In lines (8) and 
(lo), a single associative search is made to test the con- 
tents of the CAM after each pattern in Table I11 is written 
on the relevant word lines. Thus altogether 32w + 64 op- 
erations are made to write all the 64 patterns in Table 111. 
Hence, the overall complexity of Algorithm 1 is 33w + 
2b + 64. U 

By employing the technique of simultaneous access of 
even and odd word lines in addition to the bit lines [ 5 ] ,  
the test speed can be further reduced to 97 + 2b for any 
arbitrary size CAM. Generally, for CAM’s of moderately 
small size, this will not deteriorate the write cycle time. 

ground of 1’s. 0 
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But for relatively large size CAM’s, this will require an 
increased write cycle time and will increase power con- 
sumption. 

It may be noted that the testable hardware in Fig. 3 is 
only tested partially by Algorithm 1. When all the even 
and odd lines match, the n-type transistors Qo, , Qzm 
will be tested for stuck-at 1 faults. When all the even and 
odd lines mismatch, all the p-type transistors Po, - , 
Pzm will be tested for stuck-at 0 faults. The rest of the 
stuck-at faults in the testable hardware can be tested by 
the following procedure. 
Test Procedure For Additional Hardware 

(1) Initialize the memory with all 0’s. 
(2) Set (SR) = (00) * and check if ERROR = 0. 
(3) FOR each word line, DO 

{ Write 1’s in all its bit cells. 
Set (SR) = (00) * and check if ERROR = 1. 
Write 0’s in all its bit cells. 
Set (SR) = (OO)* and check if ERROR = 
0. 

(4) Initialize the memory with all 1’s. 
(5) FOR each word line, DO 

{ Write 0’s in all its bit cells. 
Set(SR) = ( l l )*andcheckifERROR = 1. 
Write 1’s in all its bit cells. 
Set (SR) = ( 11) * and check if ERROR = 

In this section only one algorithm is presented to detect 
the symmetric pattern-sensitive faults. The rationale for 
symmetric pattern-sensitive faults is to utilize the knowl- 
edge of the leakage currents in the CAM cell and to trans- 
form the neighborhood consisting of nine physically ad- 
jacent cells into a logical neighborhood of size 4. 
However, these leakage currents are unlikely to occur in 
static CAM design and, therefore, a slightly different al- 
gorithm can be used to test the pattern-sensitive faults in 
a static CAM. In [13] an alternative testing algorithm has 
been designed to test the PSF’s in static CAM. The PSF’s 
in [13] are different from those discussed in this paper in 
the sense that instead of testing the transition writes in the 
presence of all possible patterns in the neighborhood, they 
test whether a 0 and a 1 can be stored and held in the base 
cell in the presence of all valid patterns in the neighbor- 
hood. The algorithm tests a w-word CAM in 33w + 2b 
+ 160 steps and detects PSF’s over a physical neighbor- 
hood size of 25 cells [14], [15]. This algorithm can be 
readily used to test the DCAM discussed in this paper. By 
modifying the address decoder such that all word lines 
having j (mod 5 )  same (where j is the address of a word 
line) are written in parallel, the complexity can be im- 
proved to 325 + 2b operations, where a constant 325 op- 
erations are needed to test the pattern-sensitive faults and 
2b operations are used to test the comparator logic in the 
b-bit-wide CAM design. 

In addition, two conventional commercial test proce- 
dures for reduced fault models can be adapted (see the 
Appendix) to the testable CAM without the need for sig- 

0. 1 

nature analyzers which are commonly used for embedded 
applications. The overhead (i.e., the additional test logic 
with the associated routing) involved in the conventional 
techniques utilizing a signature analyzer in a dynamic 
RAM has been found to be between 3 percent and 5 per- 
cent of the total chip area [l]. The proposed technique 
needs only 2w + 25 extra transistors in a w-bit CAM; 
thereby the overhead is typically less than 1 percent for a 
32-bit wide w-bit CAM. It may be noted that the presence 
of testable hardware obviates the need for a separate HIT 
LINE detector and thereby the overhead is considerably 
reduced. 

IV. BIST IMPLEMENTATION OF ALGORITHM 1 
The operations in Table I11 can be generated within the 

chip by using the circuit shown in Fig. 8. The reflected 
gray code is generated by the JK flip-flops with suitable 
feed back. The flip-flop equations are 

JA = B C B  + BcB + BCD + B E D  and KA = & 
(1) 

JB = ACE + ACD and KB = A C E  + ACD (2) 

Jc = A B B  and Kc = A B C  (3) 
_-- 

JD = A B C  and KO = A B C .  ( 4 )  
The flip-flops with the feedback connections generate the 
reflected gray code corresponding to the 16 operations 
(#1-#15, #64) in Table 111. The remainder of the oper- 
ations in the Table I11 are obtained from these four flip- 
flops by selecting the suitable lines (complemented or 
noncomplemented output of flip-flops) and by reordering 
them. This is achieved by the set of multiplexers shown 
in Fig. 8. Nontransition writes are disallowed by dis- 
abling the corresponding sense amplifiers, and the asso- 
ciated bit lines are set to high impedance. In order to write 
on the even or odd word lines a (logz w - 1)-bit syn- 
chronous counter has been used and it is connected to the 
address lines of the word line decoder. The LSB of the 
address line is connected to 0 if the even word lines are 
to be accessed, or to 1 if the odd word lines are to be 
selected. 

The BIST generator circuit can be further simplified by 
modifying Algorithm 1 slightly as described here. In Al- 
gorithm l ,  the sequence of transition writes was generated 
by describing an Eulerian tour over the symmetric 4-cube. 
The hardware overhead in Fig. 8 can be reduced over a 
factor of 2 by decomposing the Eulerian tour into eight 
disjoint Hamiltonian cyclic tours: (0,  1, 9, 13, 15, 14, 
6, 2, O ) ,  ( 0 ,  2, 6, 14, 15, 13, 9, 1, O ) ,  ( 0 ,  8, 9, 11, 
15, 7, 6 , 4 ,  O ) ,  ( 0 , 4 ,  6 7 ,  15, 11, 9, 8, O ) ,  ( 1 2 , 4 ,  5 ,  
7 , 3 ,  11, 10, 8, 12) ,  (12,  8, 10, 11, 3 , 7 ,  5 , 4 ,  12) ,  
(12,  13, 5 ,  1, 3, 2, 10, 14, 12) ,  and (12,  14, 10, 2, 3, 
1, 5, 13, 12 ) . The Hamiltonian cycles were described 
over the subgraph of the symmetric 4-cube. The length of 
each Hamilton cycle is 8. Altogether 8 disjoint Hamilton- 
ian tours are made. Thus all the 64 edges of the symmetric 
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Component Hamiltonian Eulerian 
Tour Tour 

34w+26+64 33w+2b+61 

Flipflop 7+P lO+P 

Mux (4 to 1) 0 4 

Mux (2 to 1) 1 2 

Ex01 Gate. 3 4 

Or Gate 1 8 

And Gate 3 15 
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ap-1 ap-2 a2 a1 

I Address Decoder I 
A-F, F1 . . . Fp-, are J-K Flip Flops 

G-J are D Flip Flops 
Fig. 8. BIST implementation of the circuit. 

4-cube are traversed and in this way all the 16 SPSF’s and 
48 DPSF’s are sensitized. Initially, the memory is ini- 
tialized to zero and the first four Hamiltonian cycles are 
performed as indicated above. Then the memory is reini- 
tialized such that it contains a column bar pattern of 0’s 
and 1’s.  This needs an additional w write operations, 
which for a 1K byte memory having a memory cycle time 
of 50 ns will take less than an extra 50 ps. But the econ- 
omy in hardware is considerable [14] and is shown in Ta- 
ble V. 

V. FINAL REMARKS 
This paper proposes a testing strategy for embedded 

DCAM’s. The strategy uses minimal extra hardware and 
can fit within the interceller pitch width of a DCAM. Two 
conventional commercial test procedures are easily 
adapted (Appendix) to the testable CAM without the need 
for the signature analyzers which are commonly used for 
embedded applications. Another advantage of the pro- 

posed strategy is that all the memory cells are associa- 
tively compared and tested by a single operation. This is 
in contrast to the w read operations typically required to 
test the content of a w-word CAM. Algorithm 1 is a test 
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procedure which detects SPSF's and DPSF's over a 
9-neighborhood which has been grouped into four classes. 
On the basis of physical reasoning and practical obser- 
vations, nine cells in a neighborhood have been grouped 

into four classes, and the test Algorithm 1 tests the SPSF's 
and DPSF's in only 33w + 2b + 64 operations and in 97 
+ 2b operations if even and odd word lines are simulta- 
neously accessed. 

APPENDIX 

Algorithm 2: Stuck-at Faults Test in Embedded CAM 

FOR 1 = 0 to V-1 DO 
( Write on word 1 with the binary value of 1.) 

FOR i = 0 to w-1 DO 
{ Search the memory with the binary value of i and check if ERROR-1.) 

{ Write on word i with the complement of binary value of i.) 

{ Search the memory with the complement of binary value of i and check if 

FORi =Otow-1DO 

FORi = O t o w - 1 D O  

ERROR-1.) 
FOR i = w-1 down to 0 DO 

ERROR-1 .) 
FOR i = w -1 down to 0 DO 

FORi = O  tow-1 DO 

ERROR-1.) 
FOR i = w-1 down to 0 DO 

ERROR-1.) 
Initialize all the cells to 0. 
S e t k = O .  
Set the A-th bit in SR to 1 and rest of the bits to 0. Associative read the memory. 
Check if ERRORIO. else fault is detected. Complement the k-th bit in SR. 
Set k = k + l .  
If k < b. go to (11); else go to (14). 
Initialize all  the cells to 1. 
Se tk  =O. 
Set the A-th bit in SR to 0 and red of the bits to 1. Associative read the memoty. 
Check if J3tROR-O. else fault is detected. Complement the k-th bit In SR. 
Set k = A +l. 
If k < b. go to (14): else exit succwsfully. 

{ Search the memory with the complement of binary value of i and check if 

{ Write on word i with the complement of binary value of i.) 

{ Search the memory with the complement of binary value of i and check if 

{ Search the memory with the complement of binary value of i and check if 

Algorithm 2 takea 1Ow+2b mps to test the s tucka t  faulta in the CAM c81h and 
decoder circuitry. 

Algorithm 3: Checker Board Test in Embedded CAM 

Write a pattern of (01)' on all even word lines. 
Write a pattern of (10)' on all odd word lines. 
Set SR-(lO)* and do an associative search. Check if ERROR=O. 
Set SR-(Ol)' and do an associative search. Check if ERROR+. 
Write a pattern of (10)' on all even word lines. 
Write a pattern of (01)' on all odd word lines. 
Set SR-( 10)' and do an associative search. Check if ERROR-O. 
Set SR-(Ol)' and do an associative search. Check if ERROR&. 
Initialize all the cells to 0. 
Se t t=o .  
Set the k-th bit in SR to 1 and the remaining bits to 0. Associatively read the 
memory. Check if ERROR-O. else fault is detected. Complement the k-th bit in 
SR. 
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Set k = k +l. 
If k < b. go to  (11): else go to (14). 
Initialize all the cells to  1. 
Set k = 0. 
Set the k-th bit in SR to  0 and the remaining bits to 1. Associatively read the 
memory. Check if ERROR=O. else fault  is detected. Complement the k-th bit in 
SR. 
Set k = k + l .  
If k < b. go to (14): else exit successfully. 

Algorithm 3 takes 4w +2b +4 operations to test the stuck-at faults and the adjacent 
cells bridging faults. 
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