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in SRAM’s Using High Electron 

Mobility Transistors 
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Abstract-Gallium Arsenide memories, which are now begin- 
ning to be used commercially, are subject to certain unusual 
parametric faults, not normally seen in silicon or other memory 
devices. This paper studies the behavior of Gallium Arsenide 
High Electron Mobility Transistor (HEMT) memories in the 
presence of material defects, processing errors and design er- 
rors to formulate efficient testing schemes. All defects and er- 
rors are mapped into equivalent circuit modifications and the 
resulting circuits are analyzed and simulated to observe the 
fault effects. Certain complex pattern-sensitive faults described 
in the testing literature are not observed at all, while certain 
other faults which have not been previously studied, are ob- 
served. It is shown that by slightly modifying and reordering 
existing test procedures, all faults in these RAM’S can be ade- 
quately tested. 

Keywords: Parametric testing, fault modeling, Gallium Ar- 
senide, static RAM. 

I. INTRODUCTION 
HE NEED FOR high-speed memories, with sub- T nanosecond access times, has led to the development 

of Gallium Arsenide (GaAs) random-access memories. 
GaAs devices provide the fastest switching elements 
available today, not counting superconducting devices 
which operate at cryogenic temperatures. However, GaAs 
circuits are preferred to superconductor circuits because 
of their compatibility with ECL and other silicon logic 
families and their ability to operate at room temperature 
instead of at cryogenic temperatures. While several dif- 
ferent high-speed GaAs circuits have been developed ( [2] 
is a good state-of-the-art survey), our primary concern 
here is with GaAs memories. Notomi et aE. [27] have de- 
scribed a l-Kbit SRAM using GaAs High Electron Mo- 
bility Transistors (HEMT’s) with 500 ps access time, 
clearly outperforming ECL and CMOS memories in terms 
of speed. They have also pointed out a major problem 
with GaAs memories--the variation of address access time 
over the whole address space is 150 ps, or 30% of the 
nominal access time. This anomaly has been attributed to 
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process variations and design problems which are not nor- 
mally encountered in silicon RAM’s. Parasitic resistances 
are a much more serious problem in GaAs because of the 
higher currents and lower operating voltages. Leakage 
currents are much larger relative to the operating currents 
and the voltage margins are low. Hence GaAs devices 
have a number of distinct failure modes, which lead to 
faults unlike those commonly seen in silicon. This paper 
explores several of these failure modes and the conse- 
quent fault models and identifies parametric test proce- 
dures for these faults. 

General test procedures for RAM’s were developed in 
the past [l], but they were found inadequate for testing 
newer silicon RAM’s in two ways; they did not cover all 
classes of parametric faults and they wasted time on im- 
probable faults [ 113, [25]. These problems led researchers 
to study the physical causes of silicon RAM failures to 
devise efficient new ways of testing these RAM’s. Dekker 
et al. [ 111 studied faults in silicon SRAMs, based on the 
inductive fault analysis methods of [15], [32] and the 
realistic fault models of [22]. Mazumder [25] studied fail- 
ure mechanisms in silicon DRAM’S and proposed effi- 
cient test algorithms based on the observed mechanisms. 

Since the basic structure and the processing sequence 
of GaAs devices are different from those of silicon MOS- 
FETs, the failure mechanisms are also different. System- 
atic variations in process parameters, such as threshold 
voltage across a wafer and across a chip, are observed 
more prominently in GaAs than in MOS. Moreover, new 
failure modes such as inter-electrode resistive path for- 
mation [12], [13] have been observed in GaAs. The ob- 
jective of this paper is to study the causes of faults in 
GaAs SRAM’s and to identify efficient algorithms for 
testing for the presence of these faults based on a clear 
understanding of the fault mechanism. Process and design 
related faults are studied and efficient parametric test pro- 
cedures are proposed. 

This paper describes how the failure modes of GaAs 
circuits lead to different types of faulty behavior in 
SRAMs. Several kinds of pattern-sensitive faults [ 161, 
[36] are observed. Some of these faults cannot be detected 
by the efficient algorithms of [36] and general algorithms 
for pattern-sensitive faults [ 161 have exponential time 
complexity; simpler test procedures are identified for these 
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specific pattern sensitive faults. Variations in process pa- 
rameters are shown to result in delay faults. Data reten- 
tion faults are shown to have an entirely new mechanism, 
apart from the stuck-open mechanism observed in silicon 
[ 1 11, [20]. Parametric test procedures [25] for these faults 
are proposed. 

11. HIGH ELECTRON MOBILITY TRANSISTORS 
HEMT’s, also known as MODFET’s (Modulation 

doped FET’s) or TEGFET’s (Two dimensional Electron 
Gas FET’s) are ultra-high-speed switching devices whose 
development came about as a result of advances in mo- 
lecular beam epitaxy (MBE) that allowed heterostructures 
of GaAs and AlGaAs to be grown epitaxially [4], [5], 
[17]. HEMT’s are field effect devices similar to MES- 
FET’s or JFET’s and have the added advantage of being 
much faster. The increased speed results from the in- 
creased mobility of the electrons in the HEMT. In a reg- 
ular MESFET or JFET channel, the mobility of the elec- 
trons is limited by impurity scattering and the number of 
impurity atoms in the conducting layer is high because it 
is doped heavily for good conductivity. In HEMT’s, the 
electrons in the conducting layer of GaAs (see Fig. 1)  
come from the adjacent n-doped AlGaAs layer due to the 
properties of the AlGaAs /GaAs heterojunction. Since the 
GaAs layer is not doped, impurity scattering is minimized 
and the electron mobility can potentially go up to lo5 
cm2/V * s at 77 K and of the order of lo4 cm2/V * s at 
room temperature. This is to be contrasted with the elec- 
tron mobility of 500 cm2/V 

The operating voltages and especially the output volt- 
ages of circuits feeding other HEMT circuits are limited 
by the fact that when the gate-source voltage increases 
above the Schottky barrier voltage of the gate, the gate 
begins to conduct and clamps the gate voltage at 0.8-0.9 
V above the source voltage. Hence the typical HEMT di- 
rect coupled logic circuit has a supply voltage range of 
1 V with a logic high of 0.8 V and a logic low of 0.1 V. 
The drain-source current flowing through a HEMT when 
the gate-source voltage is at logic 0, the leakage current, 
is about 1/200 of the current through the HEMT when 
the gate-source voltage is at logic 1;  in a typical silicon 
NMOS logic circuit this ratio is about 1 / 10 000. Hence 
leakage/subthreshold currents are much more likely to 
cause errors in HEMT RAM’s. 

s in silicon FET’s. 

2. I. Defects in GaAs 
Fault modeling for GaAs RAM’s starts with the study 

of material and processing defects. This study is then used 
to generate plausible circuit errors in the basic memory 
circuits; the observed erroneous behavior of the memory 
is a result of the errors in the component circuits. Reli- 
ability and aging studies [24] of HEMT’s reveal the par- 
ametric and catastrophic failure modes of these transistors 
as a result of stress and aging. Fault effects of these failure 
modes may be studied to develop efficient tests for pe- 
riodically testing these memories over their lifetime of op- 

- n-- Subamto -~- 
Fig. 1. Structure of HEMT. 

eration. Study of the failure mechanisms also suggests 
ways to test for the presence of the resultant errors at the 
behavioral level. 

The defects in GaAs wafers can be classified as primary 
and secondary defects [37]. Primary defects are related to 
the material itself. Compositional purity, control of stoi- 
chiometry and crystalline perfection are some of the fac- 
tors affected by these primary defects. These defects man- 
ifest themselves at the device level in the form of threshold 
voltage variation, mobility degradation and trapped 
charges. Deep donor levels associated with DX centers in 
the AlGaAs layer of the HEMT play a major role in elec- 
tron capture and release [8], leading to various problems 
such as kinks in the V-I characteristics of the HEMT. 
Trap related problems result in threshold voltage and 
transconductance shifts with temperature changes [IS]. 
Surface defects known as oval defects are a by-product of 
the material growth process [3]. These defects range in 
size from submicron levels to a few microns. The effect 
of an oval defect in the gate region of a HEMT is to pre- 
vent the transistor from turning off. 

Variation of the threshold voltage over the wafer has 
always been a major problem in GaAs. With improved 
processing technology, this problem can be alleviated to 
some extent but never eliminated completely. Whereas the 
threshold voltage variation across the wafer was in the 
range of a hundred millivolts some time ago [lo], [21], 
the current state-of-the-art processes offer much better 
control over the threshold voltage. However run-to-run 
reproducibility is an intrinsic problem in the MBE process 
and variation of threshold voltage across wafers is larger 
[39]. Typical state-of-the-art parameters for threshold 
voltage over a wafer are [4]: 

VTE = 0.278 V; 

VTD = -0.602 V; 

u(VTE) = 11.3 mV 

u(VTD) = 14.2 mV. 

Secondary defects are introduced during wafer processing 
in the form of surface and sub-surface damage. These de- 
fects are responsible for most of the observed faults in the 
circuits, such as stuck-at-faults, bridging faults, etc. 

Ohmic contact degradation and interdiffusion of gate 
metal with GaAs have been reported [13]. Interdiffusion 
of gate metal with GaAs has been observed 1131 to cause 
the ON resistance of the transistor to increase, the satura- 
tion current to decrease and the magnitude of the pinch- 
off voltage to decrease. Such a fault can also short the gate 
to the channel of the transistor. Gate metal diffusion and 
electromigration are the major failure mechanisms in 
GaAs [14], [30]. It has been reported that a major failure 
mode for depletion-mode transistors is the development 
of interelectrode metallic paths due to electromigration 
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and processing defects [ 121. Another defect that has been 
reported [28] is via fracturing. 

All the above errors are permanent or ‘hard’ errors; 
some recent work [38] shows that GaAs IC‘s are more 
susceptible than silicon IC‘s to single-event upset when 
alpha particles strike the device [29]. This shows that the 
reliable operation of a GaAs SRAM requires on-line error 
detection and correction circuits. 

OllD 

111. RAM CELL DESIGN AND FAULT ANALYSIS Fig. 2. Basic RAM cell. 

One of the principal issues in memory design is design 
centering. This is the process of choosing nominal design 
parameters so that they lie in the ‘center’ of their respec- 
tive tolerance intervals so as to maximize yield. Statistical 
circuit design techniques [34], [35], [40] have been used 
in the past to solve the design centering problem. Param- 
eters such as the threshold voltage and transistor length 
vary across the wafer, and across the chip. If the distri- 
bution of the parameters is known in terms of the typeof 
distribution, its mean and its variation, then statistical de- 
sign attempts to assign nominal values m,,, to these pa- 
rameters such that the design works satisfactorily for all 
actual values of the parameter m between mmin and mmax, 
where the values of and mmax are chosen to maximize 
the probability of the actual value m being within the 
range. Hence statistical design and yield optimization in- 
volve the computation of circuit parameters for various 
values of process parameters and the computation of the 
sensitivities of the design parameters with respect to var- 
ious process parameters in order to compute better nom- 
inal values starting from some given value. 

Our approach to fault modeling is complementary to 
this design centering approach; starting from a nominal 
design value, the fault effect of parameter variations is 
studied. Various other defects such as resistive bridging, 
missing devices and so on, are mapped on to equivalent 
parameter variations where possible, to present a simple, 
unified view of the problem in terms of parametric faults. 
Parametric-yield and catastrophic-yield are the two basic 
yield figures which measure the loss due to parameter 
variation and catastrophic defects (missing device, shorts, 
open circuits, etc.) respectively [23]. These figures are 
usually obtained separately in yield estimation studies. 
The fault modeling approach presented here shows how 
the fault effect of catastrophic defects can be mapped onto 
equivalent parameter variations and vice versa. Analysis 
of a single good circuit is sufficient to provide an under- 
standing of the fault effects of both parameter variations 
and catastrophic defects as demonstrated here. 

3.1. HEMT Models 
The basic memory cell consists of two cross-coupled 

inverters connected to complementary bit and bit lines via 
pass gates (see Fig. 2). This circuit is analyzed with the 
help of a simple equivalent circuit model, to identify the 
fault effects of variations in element parameters. This 
simplified analysis is then verified with the help of SPICE 

simulations using a more complex numerical model [42]. 
The HEMT model is shown in Fig. 3 and is a simplified 
version of the model presented in [42] and used in the 
simulator [41]. Typically the gate-source capacitance CGs 
is the dominant capacitance term; CGs is about five times 
C G D  and ten times CDs [33]. The dependent current source 
equations are as follows in the simplified model: 

cutoff (VGS < VT): IDS = 0 (3.1) 

IDS = l m A T  = wGS - VT12 (3 2) 

IDS = IDSAT tanh ( ~ V D S )  

Saiumtion (VGs 2 VT; VGs - VT < VDs): 

Linear(VGs L VT; V& - VT > VDS): 

(3.3) 

where /3 = K( W/L), and Wand L are the width and length 
respectively of the HEMT. Here K and a are constants 
and the capacitances are assumed to be constant over the 
range of operation, even though the capacitances are ac- 
tually voltage dependent to a large extent. The validity of 
this assumption is verified by simulating the circuits with 
the detailed HEMT model of [42] (see Fig. 4). The con- 
stant a has the dimensions of V-’, while 6 and K have 
dimensions of A/V2. 

3.2. read and write Operations 
The memory cell stores a value 0 (1) with a voltage V, 

on the node adjacent to the bit line and a low voltage VL 
on the node adjacent to the bit line. Prior to a read oper- 
ation the bit and bit lines are precharged to V,. Then the 
word line goes high, turning on the pass transistor con- 
necting the cell node which is at VL to the adjacent bit 
(bit) line. The memory cell is designed so that the cell 
does not change state during the read operation, the read/ 
write operations are fast and the cell area is minimized. 
The cell storage node voltages V, and V, are determined 
in the static case (when the access transistors are off) by 
the current ratios of the cell load and driver transistors and 
in the dynamic case by the sizes of the bit line pull-up 
transistors, the bit line capacitances and the access (pass) 
transistor currents. 

Analysis of the noise margins and stability figures of 
silicon RAM cells consisting of four MOSFET’s and two 
resistive loads has been performed in the past [6], [9], 
[31]. However, these analyses assume that the cell load 
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LOAD 
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Fig. 3 .  HEMT equivalent circuit model. 

Fig. 4. Simplified equivalent circuit for HEMT. 

resistor value is so high that the current through the resis- 
tor is not enough to charge the cell nodes in a single ac- 
cess cycle [9] or that the cell voltage V, is greater than 
the threshold voltage of the FET so that the driver FET’s 
of both inverters are conducting [3 11. While these studies 
correctly model the behavior of silicon RAM cells with a 
resistive load, they do not accurately represent the behav- 
ior of HEMT RAM cells with depletion mode loads and 
samll operating voltages. Our analysis is based on obser- 
vations of the operating points of HEMT’s in cells cor- 
responding to published HEMT RAM designs [ 191. In the 
static case, the driver HEMT whose drain is at VH is turned 
off and the depletion loads provide enough current to re- 
charge the cell nodes every cycle. 

read operation: Analysis of the read operation starts 
with the assumption that the cell storage node connected 
to the bit line (see Fig. 2) is at logic 0 and the node con- 
nected to the bit line is at logic 1. The bit and bit lines 
are precharged to V, and the word line is at VH. The cor- 
responding operating points of the various transistors are 
as follows: the two depletion mode pull-up transistors on 
the bit and bit lines are in the linear region since VGs = 
0 V,  V ,  = -0.6V (typical) and VDs = 0.1 I/. The access 
transistor T5 is in the linear region, the load transistor T3 
is in saturation, the driver transistor T1 is in the linear 
region, the driver transistor T2 is in cutoff, the load tran- 
sistor T4 is in the linear region and the access transistor 
T6 is in the linear region. During a correct read operation, 
the bit line is discharged by about 0.2 V and the sense- 
amp (not shown) converts difference between the bit and 
bit lines into a proper output voltage level. Since the bit 
line voltage V, does not change significantly during the 
read operation on the cell storing a 0, it is sufficient to 
consider the devices connected to the bit line, T1, T3, T5 
and the bit line pull-up. The transistor T2 is replaced by 
an equivalent load capacitor and the resultant circuit is 
shown in Fig. 5. 

- 
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Fig. 6. Variation of VI with threshold voltage. 

where IB = CL ( d V ~ / d t )  and the other currents are defined 
as before. The following differential equation for VI can 
then be derived. 

dV1 co + PDRWH - ~ T E ) ~ a v i  

- & j ( V H  - V' - VI)' - fimV&) = 0 (3.7) 
This equation can be solved to give the time t as a func- 
tion of the cell storage node voltage V , .  

t = Co(C' - . f (V, ) )  (3.8) 

(3.9) 

C' = W O )  (3.10) 

W l )  = AI 1% (VI - u1) + A2 log (Vl - u 2 )  

-B  - JB2 - 4AC 
2A 

U1 = 

- B  + n C  
2A 

U 2  = 

-1  
= 

1 
A2 = diF-=iz 

~ 

A =  -0 T5 

(3.11) 

(3.12) 

(3.13) 

(3.14) 

(3.15) 

B = (VH - V ~ E ) ( P D R ~ ( V H  - VTE) + ~ P T G ) /  (3.16) 

c = -&-J& (3.17) 
If V, reaches the value VTE before the read phase is com- 
plete, then there is a cell stability problem. However, in 
the worst case read situation, the cell is selected and the 
chip is enabled for an indefinite time and the static stabil- 
ity situation holds. More importantly, this analysis is used 
to predict the discharge time of the bit line. The bit line 
is pre-charged to about 0.9 V and is discharged to be- 
tween approximately 0.75 and 0.7 V during the read op- 

eration. At the same time, when the cell is stable, the cell 
storage node is almost constant at about 0.1 V, though it 
does change slightly, as shown by the previous analysis. 
Hence the KCL equation for the bit line is written assum- 
ing the storage node voltage V, to be constant. 

= PTGwH - V-m - Vi)2 (3.18) 

This can be solved with the initial condition VE = VH to 
give 

(3.19) Kl 
KO 

VE = K4eKM - - 

KO = - f l P U V ; D a / c L  (3.21) 

~i = -PTG(vH - vTE - v,>'/c, 
+ &U V;DaVH/cL (3.22) 

(3.23) 

Fig. 7 shows the stable and unstable regions of operation 
and the read-error regions due to speed problems, as a 
function of PPu and PTG as the beta values vary from 50% 
to 200% of their nominal values. 

write operation: Assume without loss of generality that 
the cell node connected to the bit line stores a 1 and the 
node connected to the bit stores a 0. Then the write op- 
eration attempts to flip the cell state by driving the & line 
low so that T2 (see Fig. 2) is turned off while the bit line 
is driven high so that T1 is turned on. Since the load (pull- 
up) transistor of the cell is relatively weak compared to 
the cell driver, it is easier for a bit line driver transistor 
to pull the cell node at logic 1 to a low voltage than for 
the bit line pull-up to pull the cell node at logic 0 to a high 
level VH. Hence the analysis focuses on the circuits that 
cause the originally high cell node to be pulled low; the 
transistors connected to the bit line are replaced by a sin- 
gle capacitor loading the left half of the memory cell-the 
equivalent circuit is shown in Fig. 8. The cell load tran- 
sistor T3 is initially in the linear region and finally goes 
to saturation. The cell driver T2 goes from cut-off to lin- 
ear while the access transistor T5 goes from saturation to 
linear. The write operation starts after the bit line is dis- 
charged and the word line goes high, turning on T5. The 
bit line driver TPD is linear. The currents through the tran- 
sistors and the KCL equations are as follows: 

]LO = ITG (3.24) 

IPD = IPU + IPU2 -k ILO (3.25) 

K4 = VH + KI/Ko. 
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Fig. 9. Write error as a function of threshold voltages. 

=NVERTER 3.3 Simulation Results: Design- and Process-Related 
Errors 

The memory cell was simulated with different values of 
process and design parameters such as transistor widths 
and threshold voltages. It was observed that these varia- 
tions affected device performance in two ways-either the 
circuit became dysfunctional or it operated at a much 
lower speed. With proper design centering, the variation 
in device performance with process variations could be 
minimized, but the main focus of the research was on the 
identification of the fault effects. 

The following parameters of a HEMT SRAM were var- 
ied directly or indirectly-VT(enh), VT(dep), /3 (for var- 
ious transistors), and the results plotted (see Fig. lo). The 
nominal parameters of the cell were: WTG = 2 pm; Wpu 
= 1 pm; WDR = 4 pm; WLo = 2 pm; L = 1 pm (for all 

Table I shows the circuit behavior when the threshold 
voltages of the depletion- and enhancement-mode transis- 
tors are varied. The nominal values are VTE = 0.2 V and 
VTD = -0.6 V.  As the absolute values of VTE and VTD 

are increased the delay increases as predicted, finally re- 
sulting in erroneous operation. When the enhancement 
mode threshold VTE is reduced to nearly 0 V erroneous 
operation is observed as the enhancement mode transis- 
tors cannot be turned off. The results from simulation are 
tabulated below (Table I) and are seen to be in good 
agreement with the predictions from the analysis based on 
simplified models. 

D1 
v1 ...----.... 

T1 
RIVER ----.. --....-.-- I- 

Fig. 8 .  Simplified circuit for analyzing the write operation. 

IPD = P P D ( ~ H  - VTE)~ tanh ( Q ~ B )  

ITG = PTG (v, - v T E  - v B ) 2  
( 3 . 2 6 )  

' hnh (a(V1 - vB)) ( 3 . 2 7 )  

IPU = P P U v + D  ( 3 . 2 8 )  transistors). 

ZPU = P P U Z ~ T D .  
2 (3'29) 

By approximating tanh (x) to x ,  the above equations can 
be solved to give 

v, = ( ~ p u  + ~ p u 2  + PLO)V?D (3.30) 
P P D ~  (J" - vTE12 

+ VB. ( 3 . 3  1) 
PTGWH - v T E  - vB12a 

VI should be less than V,, for the cell to flip to the right 
state. Fig. 9 shows the predicted regions of write error as 
a function of the threshold voltages. Dynamic analysis of 
the write operation can be done in a similar fashion, by 
considering the capacitor currents as in the read analysis 
and augmenting the circ2t to include the write-driver 
pullup on the other side (bit)  and the write access transis- 
tors as well. The analysis is further complicated by the 
fact that the operating region of the access transistor and 
the cell load transistor change during this process and 
these transitions must be properly sequenced. Hence the 
detailed calculations are not shown here and instead the 
final results based on circuit simulations are presented in 
the next section. 

PLO G o  v, = 

3.4. Simulation Results: Design-Related Errors 
Fig. 10 shows the effect of varying the widths of the 

load transistor, the transmission gate, the driver transistor 
and the bit line pull-up transistor. /3 is directly propor- 
tional to the ratio of the width W of the transistor to its 
length L. In this design, all transistors have the same 
length based on minimum allowed feature size to make 
the transistors as fast as possible. Hence the beta ratio 
becomes just the ratio of the transistor widths (approxi- 
mately, ignoring higher order effects). The first experi- 
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DWV 

I *- 

Fig. 10. Effect of parameter variations: simulation results. 

TABLE I 
THRESHOLD VOLTAGE VARIATION 

-0.1 v Error OK OK Error 
-0.3 V OK OK OK Delay > 1OOps 
-0.5 V OK Delay > 1OOps Delay > 1OOps Ermr 
-0.7 V Delay > 1OOps Delay > 150ps Error Error 
-0.9 V Delay > 150 ps Ermr Error Error 

ment varies the widths of the transmission gate and the 
load. From the figure, it can be seen that correct operation 
occurs only for a small range of values of W for the trans- 
mission gate and the load. If the width of the load tran- 
sistor exceeds a certain value, the circuit becomes faulty. 
This is due to the fact that at this point the load transistor 
becomes much wider than the driver transistor and hence 
the inverter operation is itself faulty (the output high and 
low levels of the inverter are not within allowed limits). 
When the load transistor becomes wide (but not wide 
enough to cause malfunction), its gate capacitance in- 
creases, causing the circuit to slow down. When the trans- 
mission gate becomes too wide, the speed decreases as 
predicted by the analysis. 

The next experiment varies Wpu and WTG. It can be seen 
that the circuit operates as desired only for a small range 
of values. When the transmission gate is very small, the 
time taken to charge the cell node during a write operation 
and to discharge the bit line during a read operation be- 
come too large for correct operation, as expected. When 
the pull-up transistor becomes too large it prevents the bit 
line from discharging during a read operation, resulting 
in read error. When the pull-up transistor is much smaller 
than the transmission gate and the width of the transmis- 

sion gate is increased, the read time increases as pre- 
dicted. 

For small values of WTG where WTG is not much bigger 
than W,, , increasing WTG while keeping W,, constant im- 
proves the speed of operation, according to the analysis. 
The map showing the effect of varying WDR, versus WTG 

clearly shows this improvement in speed with increasing 
WTG for small WTG. This map and the map plotting WDRIV 
versus W L o A D  show that as the width of the driver transis- 
tor is increased the speed of the read operation increases 
but beyond a certain point the extra gate capacitance 
causes the write operation to fail. The analyses and sim- 
ulation results show that the main effect of process vari- 
ations, of minor errors causing width variations, and of 
design errors, is to reduce the operating speed and beyond 
a certain value, cause read and write errors. 

Device Mismatches and Temperature Effects: When 
matched devices are used as in the differential input stage 
of the sense amplifier or in the memory cell itself, varia- 
tion of device parameters can cause erroneous operation 
due to mismatching. However the intra-chip or intra- 
die variation of parameters is very small [2] and does not 
affect proper circuit operation adversely. Simulations 
show that a VTE mismatch of 0.3 V is required for wrong 
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latching of the memory cell; the typical variation actually 
seen is of the order of a few millivolts. Similarly the ex- 
tent of the mismatch in transistor widths required to cause 
an error is equal to the nominal width of the transistor. 
These extreme conditions are more properly categorized 
as catastrophic failures rather than parameter variations. 
The effect of catastrophic failures is studied in the next 
section. 

As the operating temperature of the device increases, 
the electron mobility decreases and parameters such as 
threshold voltage experience shift [7]. While the temper- 
ature dependence of MESFET’s is well defined in MES- 
FET circuit simulators, there are no widely accepted tem- 
perature dependent HEMT models and the HEMT 
simulator [42] assumes the operating temperature is 300 
K. Hence temperature effects must be approximated by 
variations of other parameters such as threshold voltage, 
0 and so on. 

IV. CATASTROPHIC FAILURE MODES 
The process and material defects discussed in the pre- 

vious sections may lead to the following circuit modifi- 
cations. 

Resistive paths between transistor electrodes/ 

Bridging of metal lines-shorts between two adja- 

Transistors stuck-open. 

Each transistor in the circuit could thus be stuck-open, 
or have a resistive path between any two of its electrodes. 
Any two lines in the circuit that lie within some arbitrary 
distance from each other in the layout, could be bridged. 
All these aberrations considered either individually or in 
groups, lead to a large number of modified, ‘faulty’ cir- 
cuits. The coupling capacitance between lines, being 
small when air-bridge technology is used, is neglected, 
and the primary coupling mechanism is due to resistive 
bridging. 

These faulty circuits have been analyzed and simulated 
to obtain the equivalent functional faults. For resistive 
shorts the basic memory cell together with the bit and 
word line circuits were simulated with a whole range of 
resistance values for the ‘short’ to obtain a complete pic- 
ture. 

increased leakage current. 

cent signals. 

4.1. Analysis of Resistive/Leakage current Failure 
Modes 

Inter-electrode resistive paths and excessive leakage 
currents form the most commonly observed defect in pro- 
cessing as well as in aging and reliability studies, as ob- 
served earlier. Since the memory cell is symmetrical with 
respect to the bit and bit lines, it is sufficient to consider 
resistive/leakage paths between electrodes of transistors 
of one half of the memory cell. Inter-electrode paths could 
occur between the source and the gate, or between the 
drain and the gate or between the source and the drain of 

VDD 

l- 

(3ND 

Fig. 11. Canonical set of resistive paths. 
I 

a transistor. The following is a list of all possible paths 
that could occur in a single half-cell (see Fig. 11). Not 
shown in the figure are the gate-substrate paths that con- 
nect the gate to the substrate and may be modeled as in- 
creased gate-leakage currents: 

1) bit line to word line 
2) word line to cell storage node 
3) Cell storage node to power supply 
4) Cell storage node to complementary cell storage 

5 )  Cell storage node to ground 
6) bit line to cell storage node. 

The operation of the memory cell in the presence of a 
resistive path between two nodes may be analyzed using 
a simplified equivalent circuit similar to the circuit used 
to analyze normal circuit operation in the previous sec- 
tion. However the addition of a resistor complicates the 
solution of the differential equations governing the oper- 
ation of the cell and simple closed-form solutions cannot 
be obtained. However, when the resistive path occurs in 
parallel with an existing current path in a transistor that 
is ON, the conductance of a transistor in the linear region 
can be augmented with the conductance of the parallel 
resistive path to simplify the analysis. For example, a 
resistive path (with resistance R), between the power sup- 
ply node and the cell storage node, across the drain-source 
nodes of the cell load transistor (resistor 3 in Fig. 11) 
can be modeled as an increased beta if the transistor is 
in the linear region. The transistor current is IDS = 
P,,V~DaVDs, approximating the tanh function by its ar- 
gument, and the resistor current is ( l / R ) V D s .  The total 
current between the drain and source nodes can thus be 
represented as P’V$DcxVDs, where P’ = PLO + 
(1 /(RV&,a)). However this kind of simplification is not 
always possible and we use simulation to obtain our re- 
sults. 

Table I1 shows the result of a resistive path between the 
gate and source (bit line) nodes of the transmission gate 
connected to the bit line. The main effect of this error is 
to cause the write(0) operation to fail. The read(0) oper- 
ation also fails. This is because the bit line which is sup- 

node 
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TABLE I1 
GATE-SOURCE SHORT ON TRANSMISSION GATE-bit LINE TO word LINE 

Resistance (ohms) Write Read Comments 

100 Write(0) fails Weak 1 Write(0) fails 

500 Write(1) Delay > 100 ps Weak 1 - 

1000 Delay > 100ps Read(0) fails - 
2000 Delay > 150ps Same as above - 

Write(1) Delay < 100 ps 

Wri'te(0) fails 

WritelRead( I) slow 

TABLE 111 
COUPLING BETWEEN CELLS ON THE SAME bit LINE DUE TO A bit LINE TO word LINE SHORT IN ONE OF THE 

CELLS 

Resistance (ohms) Write Read Comments 

100 Write( 1) fails Read error - 
500 Write( 1) fails Read error - 

lo00 OK Read( 1) error Cell flips to 0 when read 
2000 OK Read(1) error - 
5000 OK OK OK 

TABLE IV 
GATE-SOURCE SHORT ON TRANSMISSION GATE: word LINE TO CELL 

~ ~ 

Resistance (ohms) Write Read Comments 

100 Cell follows word line - Cell follows word line 
500 Weak 1-decays after 22 ps Read(1) error - 

1000 Weak 1 decays after 60 ps Read( 1) error - 
Weak 1-decays very slowly Read ok Data retention problem 2000 

5000 OK OK OK 

posed to be at 0 is connected to the word line which goes 
high when enabled, causing the bit line voltage to in- 
crease. Table I11 shows the effect of the above fault cm a 
different cell connected to the same bit line. Table IV 
shows the effect of a short between the gate and source 
nodes of a transmission gate. This time the gate node 
(word line) is shorted to the cell directly. As a conse- 
quence, the cell follows the word line when the resistance 
is small. When the resistance is large there is a data re- 
tention problem. It may be noted tbat this problem occurs 
even though there is no missing pull-up-the chief cause 
of data retention problems in silicon SRAM's [ 111, [20]. 

4.2. Stuck-open Faults 
A stuck-open fault on a transistor is characterized by 

the transistor being stuck in the cut-off region with an open 
circuit between the drain and the source nodes. Stuck-open 
faults are caused by catastrophic failures and usually re- 
sult in some major circuit malfunction. The stuck-open 
fault is equivalent to a missing transistor fault; it is also 
the limiting case of a device mismatch problem. Simula- 
tions of the memory cell with various stuck-open faults 
show that the behavior is equivalent to either a stuck-at 
fault or to a data retention problem. Consider a cell with 

Volt. 

1.00 
0.90 
0." 
am 
0.80 

0.40 

0.50 
0.20 
a i  0 
a00 

0." 

I . I. 

vi 2 
vi s 
V i  4 

0.00 0.50 1.00 1.50 i o 0  

Fig. 12. Simulation of cell with missing load: V,* and VI3 are the cell 
storage nodes. The figure shows a write followed by three read operations, 
the last one causing the cell to change state. 

the load transistor stuck-open; whereas a cell that is not 
accessed for read retains its data indefinitely, a cell that 
is repeatedly read, loses some of the stored charge at the 
faulty node with each read and eventually the cell changes 
state on a read operation. Three read operations were 
found to be sufficient to cause the cell to chqpge state in 
simulation studies (see Fig. 12). Stuck-open faults on 
other transistors yield fairly obvious and predictable re- 
sults and will not be discussed further. 
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V. COUPLING AND MULTIPLE FAULTS 
It has been shown that the formation of inter-electrode 

metallic paths [12] in GaAs devices is accelerated by ag- 
ing and stress. It is possible that more than one device is 
affected by such defects. Another problem is that of in- 
creased leakage currents in normally off devices; this 
problem is accentuated in HEMT memories by the fact 
that the ratio of the ON to the OFF currents in HEMT’s is 
much lower than in silicon. This leads to row/column pat- 
tern sensitive faults as described below. 

5. I .  Increased Drain-Source Leakage Currents in 
Access Transistors 

Increase in drain-source leakage current is caused by a 
systematic variation in device parameters, by defects such 
as oval defects and by resistive paths between the drain 
and source of a transistor. Consider the situation where 
all the access transistors (among others) of the memory 
cells have increased leakage due to one or more of the 
above causes. Then consider the cells connected to one 
bit line pair as shown in Fig. 13. When all the cells store 
a 1 adjacent to the bit line and a 0 adjacent to the bit line 
and an attempt to write a 0 on one of the cells is made, 
two simultaneous effects combine to create a write error. 
The leakage current from the 1 nodes to the bit line pre- 
vents the bit line from being pulled low enough and the 
leakage from the bit lines to the 0 nodes prevents the bit 
lines from being pulled high enough. This problem affects 
the read operation even more than the write operation. 
When the cell to be read stores a 0 and all the other cells 
store a 1, the cell 0 state causes the bit line voltage to be 
pulled down and the bit voltage to be constant at V, but 
the leakage currents cause the bit and bit line voltages to 
move in the opposite directions, causing a read error. 

5.2. bit Line to word Line Short 
The effects of a single bit line to word line short and a 

single word line to cell storage node short have been doc- 
umented in Tables I1 and IV. It was seen that the final 
result was a function of the relative strengths of the bit 
line and word line drivers and of the resistance of the path 
between the bit line and the word line. The following be- 
havior was seen (see Tables I1 and IV for details) 

if the bit line driver is stronger than the word line 
driver, cell C (where the defect occurred) could get 
written even when it is not selected, 
if the word line driver is stronger than the bit line 
driver, all cells on the bit line are stuck-at-0, 
if the strengths of the two drivers are comparable, 
the read operation is slowed down, 
if this defect (bit line to word line short) occurs in 
more than one cell connected to the same bit line, 
then depending on the resistance of each path from 
the bit line to the word lines, either all cells on the 
bit line are stuck-at-0, or the read operation is very 
slow, 

I *Leakage 

0 1 

Fig. 13. Parametric pattern sensitive fault due to leakage currents 

if this defect occurs in more than one cell connected 
to the same word line, all bits on the word line are 
stuck-at- 1. 

It was observed that the dominant fault effect of this 
failure mode, considered in isolation, was the creation of 
multiple cell-stuck-at faults along the same bit line, and 
the creation of delay faults for all cells on a single bit line. 

5.3. word Line to Cell-Storage-Node Short 
It can be seen from Table 4 that a single such defect 

could lead to data retention problems in a cell, and could 
also cause the cell to stuck-at-1 (0). However, it is the 
presence of multiple defects of this type that leads to in- 
teresting new pattern-sensitive faults. 

The first case to be considered, has multiple defects of 
type 2 in cells connected to the same word line. It is as- 
sumed that the resistance of the path from a cell storage 
node to the word line is high enough to avoid data reten- 
tion and stuck-at problems for the cell (see Table IV). 
Now, if all the cells with defect 2 store a 1, there are 
multiple resistive paths from the word line to the nodes 
storing a 1 .  The effective resistance of the path from the 
word line to a node at logic level 1, is thus decreased. 
These so-called storage nodes are actually driven by an 
inverter-so the effect of multiple defects of type 2 is to 
connect many drivers in parallel to the word line. If the 
strength of these drivers is more than the strength of the 
word line driver, the word line is stuck-at-1 . Another as- 
pect of this problem is the fact that some cells might have 
a defect 2 which connects the bit line to the cell storage 
node, while some others might have the defect in the other 
half of the cell, connecting the complementary storage 
node with the word line. In that case, the word line fault 
is sensitized by a pattern of ones and zeros such that each 
cell with a path between the storage node and the word 
line stores a 1, while each cell with a path between the 
complementary storage node and the word line stores a 0, 
so that the word line gets a maximum strength 1 drive. 
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TABLE V 
OBSERVED FAULTS, THEIR CAUSES AND THEIR TESTS 

Fault Type Causes Tests 

Stuck at Parameter Variations 
Simple coupling Resistive Bridging 

Stuck open 
Delay faults Resistive bridging/Leakage currents At speed test (8N) 
Data retention Missinglstuck open transistors Temperature and voltage 

RowKolumn pattern sensitive Resistive bridging exhaustive rowlcolumn patterns 

Leakage currents (parametric) 8N March test 

stress with stuck-at tests or 

Leakage Currents (parametric) Sliding diagonal 

VI. TEST PROCEDURES sequent read operations, therefore, always give the same 
Well-known test procedures exist for virtually every result, regardless of what is written on to the cell (assum- 

kind of functional fault in memories. The objective of this ing the sense amplifier has some hysteresis to take care Of 
section is to identify test procedures that test exactly the fluctuations due to noise). 
faults that were described in earlier sections. Complex Multiple faults of the Same kind (3 alone Or 5 alone) do 
general test procedures for pattern sensitive faults and not mask one another Or create new kinds of Paaern-sen- 
coupling faults may thus be eliminated. sitive faults. Hence such faults can be detected by a march 

test or a classical RAM test pattern such as the 30N pat- 
6. I .  Leakage Current in Access Transistors 

A sliding diagonal test is ideal to detect this type of 
fault. The fault is sensitized by a pattern of all ones (0's) 
on the cells in the bit line and tested by writing and read- 
ing 0 to one cell (see Fig. 13). 

6.2. Multiple word Line to Storage-Node Shorts 
If the defects in the cells were truly randomly distrib- 

uted between the two storage nodes, 2" patterns would be 
required to guarantee that the fault is sensitized, where n 
is the number of cells on a single word line. An analysis 
of the causes of the gate-drain short reveals that this short 
is caused by a metallic path between the electrodes that 
develops as a result of stress, aging and the voltage dif- 
ference between the two electrodes. Hence this defect can 
be made to manifest itself by continuously storing a pat- 
tern of all ones and all zeros. This would lead to the de- 
velopment of paths between the storage node and word 
line of every potentially defective cell. These failure 
modes can then be detected by simple stuck-at tests for 
each cell since they do not exhibit any fault-masking be- 
havior. 

6.3 Other Multiple Shorts and Their Tests 
There are three other types of shorts that can occur in 

a single memory cell. These are (3) cell storage node to 
power supply, (4) cell storage node to complementary cell 
storage node, and (5 )  cell storage node to ground. 

A resistive path between the cell storage node and 
power supply, makes the cell stuck-at-1 . A resistive path 
between the cell storage node and ground makes the cell 
stuck-at-0. A resistive path between the two complemen- 
tary storage nodes of a cell, tends to equalize the voltages 
at the two nodes that are supposed to be at opposite po- 
larities. Hence a write operation on the cell fails. The two 
node values cannot be changed by a write operation. Sub- 

tern of Nair [26]. 
Faults coupling different memory cells occur due to 

shorts between lines of adjacent cells. The effect of these 
faults is to cause coupling between a cell and one of its 
two neighbors on the same word line since the layout en- 
sures that other cells are separated by power or ground 
lines. Hence a simple 8N test which reads and writes 1 
and 0 on each cell in the presence of all combinations of 
1 and 0 in the two adjacent cells is sufficient to cover all 
expected pattern-sensitive faults of this type. Table V lists 
the observed faults and the corresponding tests. 

VII. CONCLUSIONS 
Realistic fault models for GaAs memory devices have 

been identified on the basis of an extensive study of the 
defect mechanisms in GaAs. The memory faults have been 
classified as design-related, process-related and layout-re- 
lated faults. Design related faults occur due to marginal 
design and lead to simple readlwrite errors. These faults 
can be detected by classical test procedures such as the 
march test of [26] or the more recent 13N algorithm of 
[ 1 13. Process and layout related faults cause data-reten- 
tion faults, delay faults and some specific types of pattern- 
sensitive faults. A new mechanism for data retention 
problems, unique to GaAs processes, has been identified. 
This data retention problem is caused by gate leakage cur- 
rents that are considerably larger than the leakage currents 
seen in silicon processes. Row- and column- pattern-sen- 
sitive faults have been observed, which cannot be de- 
tected by the conventional tests for five- or nine-cell 
neighborhood pattern-sensitive faults. A simple test pro- 
cedure that relies on sensitization of the fault by applica- 
tion of suitable voltages and temperatures has been pro- 
posed to detect this type of fault. Other pattern-sensitive 
faults have been shown to have a locality property and 
hence a fast O(N) test pattern. 
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