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Structure | OFF/ON | Retention | Endurance | Energy
Ratio time (s) Cycles Consump
tion (J)*

Cu/Cu0,/TiN >10° >1 >600 6.3E-12

Cu/Cu,S/Au >10¢ >1 7.0E-8

Si/Zr0,/Au >10° No data

Cu/Mo,/Pb >10 1.0E-8

Si/a-Si/Ag >104 4E-12

Ti/ZrO,/Cu >106 8.75E-10

SrRu0,/SrZr0, 1.38E-07
/Au

Si/Rotaxanes/Ti No data
—
Ag/a-Si/p-Si 1E-15
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«-The-device consists of
*« Ag/a-Si/p-Si materials
Fabricatioh by: Prof.Wei Lu
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UNRAVELLING THE IONIC TRANSPORT AT NANOSCALE
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Outline of the Talk

* What is Memristor?

* Memristor_Technology J

«Tonic-Transport Modeling

* Memristor in Self-Healing of Crossbar

* Memristor.in Cognition (Position Detector)

* Memristor Based Terabit (Gargantuan)
Memories
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Fabricated by Prof. Wei Lu @ UM
ngh Density a-Si Based Nano-Crossbar

‘1kb crossbar
array

Jo et al.
Nano Lett.,
9,870
(2009).
From Prof.
Wei Lu's
Research

It is Scalable and CMOS Compatible.

Ag
Defects ! & More Defects!!
400 cells & 31! defects—B%
..

Neuromorphic
Self-Healing
Memory-Design
using Memristor Array

Product Code (SEC), Augmented PC (DEC) > Requires Muxes (~8%)
Hamming Code (SEC) - Higher Overhead

Projective Geometry Code (DEC/TED) > Galois Field Decoding, ...
BCH & Reed Solomon (DEC) > Decoding complexity is high
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- Compaction of Faulty Array &
Find Vertex Cover in Bipartite Graph

P j ‘ g’ c1
R4 @ \ ca

Find Vertex Cover:

[R2, R4; C1, C4]
Defective Cells are
Edges in Bipartite Graph

: Reparability & Robustness

¥ield in percentage

Unrestricted Vertex
Cover Problem can
Be solved in Polynomial

1
SN+ BiKy /e

Time by Bipartite Graph - (
Matching Algorithm.
However, Restricted
Vertex Cover Problem is
NP-complete.

EVOLUTION OF [=2 Dendritic Tree
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COMPUTING:

Perceptron ('60)

o =T
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< Neural Net ('80) (™ ‘_'
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© Neuromporphic
Vertex Cover: Hardware ('90)
[R2, C4; R4, C1] (10 E 6 neurons)

Nanocrossbar
(10 E 10 neurons)
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Axon Hillock

Inhibitory Synapse

Figure from Principles of
Neural Science [2] p.22

Analog a-Si Memristors

Reset & Write Phase

+Uniform motion of the conducting front - analog switching (memristor)
+Creation of uniform-conducting-front by co-sputtering of a-Si & metal

DARPA SyNAPSE PROJECT

T . WITH HRL LABORATORIES
e e e R e B R B R |-Shutteed 4-Sironly,
co=sputtered-Si & Ag (~ 20nm)

mixture ratio (rough # of atoms), gradual change
i.e. Si:Ag = 20: 1 (bottom) — 10: 1 (top)
1 sputtered a-Si only
Bottom Electrode All Credits Go to Prof. Successive

Research Group
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Successive erase
processes
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Incremental conductance change
Conductance oc  total charge through the device

-Highest process temperature < 260°C W Voliage (V)
/4% Michigan - SR
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Memristor: A New Paradigm Circuit Design

Programming pulses with different pulse widths

Conductance
controlled by
the pulse
width, and can
be changed
incrementally.

B
2
2
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. Digitally Controlled

. Constant Amplitude

. Temporal Correlation

Conductance change (%)
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Neuron Spiking Signals and STDP Control

Hebbian-Type STDP Learning Model
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« Time Division Multiplexing
Eventsoccur at proper
timeslots
Long Term Potentiation can
only occur inthe 2nd timeslot
Long Term Depression can only

occur in the 1st-timeslot

ﬂ iy Inputs are considered only in

B ¥ T the Oth timeslot

E e |1 ]2 o i 112

i . « Each pulse of amplitude V is
oMU v foM] Yo F— not enough to make a

significant change to
[ ” |' b H memristance
1 1

When there's a net
difference with amplitude
- 2V, memristance changes
(ﬂi Neuron spikes in first frame .ymder U of Michigan - NDR Group

b

SPDT with Memristor

STDP obtained
using memristor synapse

Pulse Width vs. Pre and Post
Neuren Spike Times

tPRE — tPOST >0

tPRE—tPOST<0 |

synaptic efficacy

Pulse Width.;vs tere - trosT

Pro- Post Spike Times (ms)

Neuron Pulse*Width Curves
(across a synapse)

For LTP case: The Post neuron'is at -V while the Pre neuron at +V/

For LTD case: The Pre neuron is at -V while the Post neuron at +V

is taken as positive while the LTD case negative
Prof. Pinaki Mazumder
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Memristor_Technology
Tonic-Transport Modeling

Memristor in Neuromorphic Systems
Verilog Modeling of Position Degasitgr
Memristor Based Terabit Memories
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STDP-Based Position Detector
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STDP Based Position Detector

Memristor

-
1 Péri' :6‘60,._'
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o

Period: 1014
o
Period: 660
o

Period: 7266

CMOS

Design Design
Synaptic area < (0.5pm x 17pm x
0.5pm) 16pm
Synaptic Density | >4 devices/um? 0.0037
x1000 devices/pm?
Neuron area 20pm x 10pm | 8pm x 12pm
Neuron Density 0.005 0.0104
devices/pm? devices/pm?
X2

LIS A Volatility | _Nonvolatile

Outline of the Talk

* What is Memristor?
* Memristor_Technology
*-Tonic-Transport Modeling

Volatile
=T

* Memristor in Neuromorphic Systems

« Simulink & Verilog Modeling
* Memristor Based Flash Memories
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Improved Memory Array

110010 11100 s1110010]
omo1m o0a1

" 01000010
or10011 o1

*Improved memory to reduce series resistance associated with p-Si electrodes.
*Random programming of the array achieved.
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~ VYield Map of 1kb Crossbar Array

50
Bit Nurmiber

Results from 100 bits tested using automated write/erase pulses
On/Off > 10° for all devices that can be written
> 92% yield. Excellent reproducibility and reliability

Nano Lett, 9, 870 (2009).
Prof. Pinaki Mazumder U of Michigan - NDR Group

ol Data Retention Time

Resistance [Ohm]

Time [Day]

More than 150 days without noticeable degradation at
room temperature

A-Si"is-stuperior to-many-complex oxides for data
retention

0 20 40 60 80 100 120 140 160
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R&D Work Needed for
Memristor NV Memory: o
Fault Modeling, Test
Algorithms, Testable
Design, Diagnosis, Repair,
Reconfiguration, Error
Correction & Detection,
Soft Error Modeling, Yield
Modeling, Noise Modeling,
= Power Dissipation,

Macro Modeling, Q&A

64 K bit
Crossbar
Memory

Designed by
Prof. Mazumder's
Research Group!

I
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/| Mazumder’s Research in
.‘;’.ZF&W.' T o m 3 Semiconductor Memories "
100422 1.00753 1.32‘404 1.03515 4 | SEARCH |NS|.DE!M “S“"]ﬂc..

B esearcaGrom
Read 0 (QOUT Falling) 'Read 1 (QOUT Rising) " e JE ES w.ﬂn‘"
#
g N.

Dynamic 162.9 UA 175.25 uA
Current
Leakage 1113 uA
Current
Peak 2.28 mA
Current " B
Temperature = [TE First Last Last Reliability Techniques
125C Row, Row, Row, Row, . .
FirstCol LastCol FirstCol  Last for High-Density
Col — idom-Access
ReadrAl:l:eSS 1.248  1.265 1318 1.322 aMemories
Time ns ns ns ns )
Read 0 (QOUT Read 1 (QOUT ="
Falling) Rising) ;
Dynamic 191.79 uA 201.68 UA = - | ..mqﬁw-.mm.
Current
Leakage 13.655 uA
Current
|Peak current 2.045 mA

Fault-Tolerance and

Cell Size |200nx200 [100nx 100 (10nx10n
n n

2-D ~13G ~4G ~ 350G
technolog

Courtesy: Unity Semiconductor
The 0.5F? Memory Cell

CMOX™ memory In a cross-point armay. and sioring 2 biticsil M
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NSF had sponsored the First Memristor Workshop

in Nov 2008 soon after the wide scale media coverage : usa
and then this workshop with the following ECN P
objectives: il
e At
To spur research activities — Can we fabricate memristor based el a1 et e W e
circuits without the crossbar architecture? s S o el "}_‘.;‘m\--..u_-
Whatcr;ew| applications? ot i o = o “““‘:;.-.:-:,‘
How do they compare with others? =5 st e . 1 MY gy v
Demonstration of fabricated chips CNN @'tiC-Berketey e Hyashington DC

o A b i

To promote Education — How memristors, memcapacitors, .S-,\a-" Jose = = - SR
H o A hiakh e NEW MERICO .
and.memmductors will mflluence teaching CEFAY Nonlineametworks ATLANTIC
of circuit theory, VLSI design, ...? How Cellular-NeurakNetworks
memristors can be adopted in CMOS chip re
design projects? R Dr. Sanjay Gupta
Medical Correspbndent

ot 5 . - Of CNN, a student of
Resistive Memories — where things stand in industry? :

. UHiVetsty,of Michigan }"! J
what are defect densities? o ~ ety 3 7
what sort of scattering of delays? rETaT | A e
R B . Prof. Pinaki Mazumder U of Michigan - N\' =

CNN vs.

Invented. by: Prof ~Leon'N. Chua Mr. Ted Turner
Intellectual Giant Business Giant

Started: Ideas conceived in-80's Started in 1980
‘ {_— Major Milestone:. IEEE TCAS 1988 Challenger Disaster, 1986

~ Mercel Proust: Remembrance of the Things Past Subscriber: 90 Million

‘W ‘ ‘ World Popularity: = Europe, Japan Asia and Europe

US Competitor Intel Chips Fox News

rof. Pinaki Mazumder U of Michigan - NDR Group Prof. Pinaki Mazumder U of Michigan - NDR Group

A/ Wh CNN Belong: A PP, SPN?
NRI Workshop on #"\/Where Does CNN Belong: ANN, MPP, SPN
Nano Ar‘chi'l'ec'l‘ures Does it belong to Artificial Neural Network Hierarchy?

Pinaki M d Percepitron, Feed Forward Network, Hopfield
TIRd<EAnzUmder Network; Boltzmann Machine, Kohonen Self
Univ. of Michigan

Program Dirgetor Organizing Map; Recurrent Network etc,
Emerging Models & Technologies
CISE Directorat - .- :
Natioral Science Poundatior Features: Learning capability, Back propagation, ...

IsCNN (1988) an Artificial Neural Network?

CNN uses ANN terminologies like neurons and

neural network that induce people to consider it
n ANN, but CNN does not allow ANN learning
hanismsofikadbarkpmopagatios. Michigan - NDR Group




Does CNN Belong to Massively Parallel Processor Hierarchy?

Phasor Diagram of a Q-dot Pair

1. Shared Memory Architecture - Sequent and Balance

2. Hypercube =-Intel, N-Cube

3. Mesh Architecture like ILLTAC (UTUC), Torus (Japan) , Paragon (Intel)
4. Loosely Coupled Architecttres.ike C.mmp andCm*-(CMU)

5.. Systolic architectures like iWARP of Intel and CMU.

6. Bit SerialParallel Processor like. STARAN"and MPP of NASA

7. CNN does not belong-here since all of them use Binary Computing. R12—2*R_ C12—CO
CNNis a crossbreed between ANN and MPP that can be easily X
implemented.in VLST as well as Nanoscale.

CNN - uses local computation paradigm of cellular network, it is regular
And can be replicated and scaled easily to emulate massively parallel

computation, and it's model of computation can be extended o Nanoscale dv

=) vy, +

dt Ry,

1 (V v v ) | R12=0.5*R C12=CO
N
Prof. Pinaki Mazumder U of Michigan - NDR Group . Pin VRSO ioan - NDR Group

Nanoscale CNN Model of Computation
CLAN: Cellular Logic Array Netwo

Edge Detection

Limited-fan-out and fan-in requirements

No long interconnection for global data movement is needed

No bus structure for sharing information by multiple modules is present
No modulesaddresses arerequired because of adjacency charge transfer ) )
No global clock for data synchronization is necessary : Vertical Line
Tessellation property of the architecture leads to scalability of design Detection
Massively parallel input capability -
Massively parallel output capability

Prof. Pinaki Mazumder U of Michigan - NDR Group of Michigan - |
ot 21,

Michigan

University of Circuit parameters based on 'g VIDEO MOTION

- B vww DETECTION BY
e e - QUANTUM DOTS

-

Input images Filtered Output
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"] Motion Detection Using Quantum Dots

Quantum Dot based
Cellular Nonlinear
Networks with
Motion Estimation
Capability

higan - NDR Group
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Impacts of Prof. Chua's Pioneering Inventions of CNN and Memristor

Nanoscale Architectures, Nonlinear Circuits & Brain-like Computing

sensorimotor area

frontal eye field

Cur.'rzn'r Capability z

frontal lobe | Y e

2 = The Exponential
Growth Drivés
the Sqcietal
Economics -

roca’s area
in left herisphere)
ternporal lobe

auditory suditory association
Ginctuding werntekes . <50 W Brain
area, inleft hemisphere) e - e

Using Memristor one can implement Hebblan and
Reinforcement Learning using SPIKE mode of operation

Using nanoscale CNN one can implement biological organs
of sensing actuation network similar to eye, muscles, etc.
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