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0 tucs (access time for chip select): time for stable
output after CS is asserted.

U top (output enable time): time for low impedance
when OE and CS are both asserted.

Q t; (output-disable time): time to high-impedance
state when OE or CS are negated.

O toy (output-hold time): time data remains valid
after a change to the address inputs.
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SRAM Trade-offs

Performance
App..  + Desktop, server computing
« Advanced graphics, etc.

Trends: « Low-V; devices
« Large bit-cells, short bit-lines

Courtesy: Verma & Chandrakasan

Density Low Power
App.. + Multimedia handsets App.. + Biomedical
» Mobile, ubiquitous computing - Wireless sensor networks
Trends: « High-V, devices Trends: « High-V, devices, low Vi
« Small bit-cells, long bit-lines « Medium bit-cells, short bit-lines

IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 44, NO. 1, JANUARY 2009 163, A High-Density 45 nm SRAM Using
Small-Signal Non-Strobed Regenerative Sensing , Naveen Verma, Student Member, IEEE, and Anantha P.

Chandrakasan, Fellow, IEEE



Key existing and emerging applications for biomedical devices

Application Performance Specification
Power @, rocessor Energy
Source

10-year

Implantable devices (pacemakers/defibrillators, cochlear implants, neural sensors/stimulators

are energy-constrained since battery replacement requires surgical intervention.
Wearable devices (hearing aids, body-area sensors) have less stringent energy-constraints which

Are set by battery weight limitations. Courtesy: Verma & Chandrakasan



Wireless Sensor Networks

Ultra-low-power low-voltage

Micro/nano-scale devices providing sensing, processing,
MSP430 microcontroller

and communications capabilities can form networks,
broadly referred to as wireless sensor networks. The
applications for such devices include industrial and
automotive sensing, environment monitoring, structural
monitoring, and military surveillance/detection. Battery
lifetime constraints are critical, and the battery must be
physically small to facilitate in-situ sensing in a broad range
of uses. To extend the lifetime of the sensor nodes, energy
harvesting from the ambient environment can be leveraged
as long as occasional degradation in performance quality,
depending on the ambient factors, can be tolerated. Courtesy: Verma & Chandrakasan
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Structure of Modern SRAM
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SRAM Leakage Energy

SRAM leakage-energy increases due to three factors: (1) High ratio of
leakage-paths to actively-switched-nodes; (2) Total leakage set by an
aggregation of intentionally minimum sized devices; and (3) Critical path
set by a single MOSFET pull-down stack with extreme variation.

1.9

Normalized Aggregate Leakage Current
9y
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The simulated total aggregate leakage-current (at 1.1V), normalized to the nominal aggregate
leakage-current, for a 1Mb array composed 0.25 um”2 bit cells in an LP 45 nm technology.

Courtesy: Verma & Chandrakasan
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The severe performance degradation due to the critical-
path’s dependence on a single bit-cell experiencing
extreme variation, causes the leakage-energy curve to
shift right-ward.

This can be understood by observing that the point at
which the leakage-energy begins increasing exponentially
occurs at a higher supply-voltage (0.8 V) than before (0.6
V). Effectively, the variation raises the limiting bit-cell’s
threshold voltage, and, as a result, supply-voltage
reduction quickly leads to sub-threshold operation,
which imposes an exponential increase in circuit delay.

Courtesy: Verma & Chandrakasan
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Figure 2-6: Waveforms corresponding to idle-to-active and active-to-idle mode tran-
sitions.
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Breakdown of Energy Sources

The total active-access-energy for reads of an i x j (i.e. i-column, j-row) sub-array is given by

L ACC.RD — Cwr | DD v CesEL | DD T C fﬁ 1D + € BIL | DD | SNS

S -

Full-swing signals typically include the one-hot enabled word-line, WL, for row selection, and
the one-hot enabled column-select, cSEL, for multiplexed column selection in a column-
interleaved array. In total, the number of sense-amplifiers is equal to the number of columns
in the sub-array divided by the column-multiplexing ratio, m. The most significant source of
active-access-energy consumption, however, is the bit-lines, BL, which are used to convey
the stored read-data to the sense amplifiers and to drive new write-data into the bit-cells.
Strictly speaking, to resolve the read-data, the BLs need only discharge to the required
sense-amplifier input margin, Vsns, which can be less than 100mV. Nonetheless, in practice,
the BLs are often discharged beyond the sensing margin to reduce the probability of data-
disruption caused by sustained pulling of the bit-cell storages nodes towards the BL voltage
near VDD. During read accesses, for instance, the design in [68] actively amplifies the signal
on all BLs to full logic levels in order to avoid data-disruption.

The total active-access-energy for writes is approximately given by:
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SRAM Noise margins for Hold and Read Operations

Y 0.6 0. : 2 04 06
NG, NT (V) NC, NT (V)

(a) (b)

6T bit-cell butterfly curves showing bi-stable behavior during (a) hold,
where access devices are “off”’, and during (b) read, where access devices
are “on” and bit-lines are clamped to VDD.
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Measure method
— Increase VR and measure VL
— Increase VL and measure VR

— Make voltage transfer curve in
VR and VL axes - Butterfly

— Measure I, = N-curve
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read
= Measure bitline current when WL . WL X
switches to high - M
" lieakace | L
« Measure VDD (or VSS) current when — 1 il by
Bl I
* VDDyoip | *L | B2
= Decreasing VDD voltage, while WL=0 BLb, ;Wm&r

= Measure minimum VDD voltage when , =
| V(nl) - V(nr) | = ‘sensing margin’
(100mV is assumed)

| eag 41.2 UA 66.7 UA
lleakage 85.4 nA 142.7 nA
VDDyop 110 mV 118 mV

Courtesy: LT Microelectronics
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Why DRV should be Minimized

SRAM power is the dominant power consumption
factor in applications that are primarily in the
standby mode.

In CMOS technology, standby power consists of
leakage-power which increases with each silicon-
technology generation.

For ultra low-power devices, standby leakage
power reduction is crucial for device-operation
within the scavenging power limit.

EECS 598-6, W2012 Prof. Pinaki Mazumder University of Michigan



Spatial Distribution of DRV
for a 130 nm 32 Kb SRAM
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DRV varies due to local parameters
like Threshold Voltage and Channel
Length of transistors in SRAM cells.

DRV in SRAM cells varies
between 50 mV and 240 mV

EECS 598-6, W2012 Prof. Pinaki Mazumder  University of Michigan



Relative frequency

Leakage current /,(nA)

Empirical DRE distribution
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Test-chip data - 3840 SRAM cells
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Another Example with 90 nm

Test-chip DRV-distribution: The
experimental intra-chip DRV varies
from 70 to 190mV in the 90nm
CMOS technology. The worst-case
solution for data-retention is a
supply voltage of 200mV. If we
add a 100 mV of guard band, the
Standby Supply voltage will be
about 300 mV which is about

200 mV more than the majority of
the cell DRV values as shown in
the Histogram.

In the range 100-400mV, the
leakage-current is approximately
piecewise linear.

EECS 598-6, <<Mo§ Prof. Pinaki Mazumder University of Michigan



Technology Node v. DRV

90nm tail

1500 200 2
DRV (mV)
DRV distribution from a 5k-point Monte-Carlo

simulation of within-die variation for 90nm and 45nm
nodes. The tail sets the array-wide VStandby.

EECS 598-6, W2012 Prof. Pinaki Mazumder University of Michigan




EECS 598-6, W2012 Prof. Pinaki Mazumder University of Michigan

DRV varies slightly with temperature, but widely with process variation
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Simulated worst bitcell SNM (a) and 1kb SRAM leakage power (b) vs. VDD
under PVT variations (best-case, typical and worst-case) and 3o local mismatch.



Techniques to Minimize DRV

Fault-Tolerant Memory with ECC
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ECC Reduces the DRV
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Power Savings when SRAM is in Stand-by Mode
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Compared to the leakage power
consumption at 1V standard VDD
(A), lowering the standby VDD to
650mV (B) reduces the leakage
power of an un-optimized SRAM
design by 75%. The DRV-aware
SRAM cell optimization brings the
standby VDD down to 320mV (C),
leading to another 90% leakage
power reduction. The error-
tolerant design further lowers the
standby VDD to 255mV (D), and
reduces the leakage power by an
extra 35%. This final design (D)
consumes only 1.8% of the original
memory leakage power (A).

University of Michigan



cCC Saves Stand-by Power in SRAM
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Hamming code based implementation and
the theoretical optimum are compared. The
implementation tracks the optimum within
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