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Abstract

Today’s modern hardware, with manycore servers, RDMA-capable
networks and trusted execution environments, challenges the con-
ventional wisdom about CFT protocols’ design. We explore the syn-
ergy between modern hardware and the security and performance of
strongly consistent replication protocols. Specifically, can we leverage
(and how) modern cloud hardware to harden the security properties of a
CFT protocol for Byzantine settings while achieving high performance?

We propose RECIPE, a generic approach to transform existing CFT
protocols to tolerate Byzantine failures in untrusted cloud environ-
ments. RECIPE leverages advances in confidential computing and
direct network I/O to guarantee non-equivocation and transferable
authentication in the presence of Byzantine actors, while offering
performance and resource overheads on par with CFT protocols. Our
evaluation based on the transformation of four CFT protocols against
the state-of-the-art BFT protocols shows that RECIPE can increase
throughput up to 5.9x—24X and reduce the number of participating
nodes by f.
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« Security and privacy — Distributed systems security.

ACM Reference Format:

Dimitra Giantsidi, Emmanouil Giortamis, Julian Pritzi, Maurice Bailleu,
Manos Kapritsos, and Pramod Bhatotia. 2025. REc1pE: Hardware-Accelerated
Replication Protocols Rethinking Crash Fault Tolerance Protocols for
Untrusted Cloud Environments. In 26th ACM Middleware Conference
(Middleware ’25), December 15—19, 2025, Nashville, TN, USA. ACM,
New York, NY, USA, 15 pages. https://doi.org/10.1145/3721462.37
70763

1 Introduction

Replication protocols play the foundational role in designing diverse
distributed systems [2, 4, 5, 9-12, 14, 20, 25, 135, 137, 148]. For per-
formance and fault tolerance, distributed systems employ Crash
Fault Tolerant (CFT) replication protocols [29, 93, 101, 107, 121, 131,
132, 144] guaranteeing a consistent view of the datasets as well as
reliability and availability when failures occur [12, 55, 66, 70, 86, 99].

CFT protocols assume a fail-stop model, i.e., replicas are honest
and only fail by crashing [58]. As such, they are inadequate for mod-
ern untrusted cloud environments, where the cloud infrastructure
can be compromised by adversaries, e.g., co-located tenants or a
misbehaving cloud operator that eavesdrop or actively influence the
replicas’ behavior. In such environments, the surface of faults and
attacks expands beyond the CFT fail-stop model [76, 78, 138]. CFT
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protocols are fundamentally incapable of providing consistent repli-
cation under non-benign (Byzantine) faults in the untrusted cloud.

Byzantine Fault Tolerant (BFT) protocols [102] offer core founda-
tions for building distributed systems with stronger guarantees un-
der Byzantine failures, i.e.,nodes fail in arbitrary ways. However, they
are not adopted in practice due to their high-performance and repli-
cation resource overheads, and implementation complexity [128].

The “CFT vs. BFT" conundrum creates a fundamental design trade-
off between the efficiency of CFT protocols for practical deployments
and the robustness of BFT protocols for Byzantine settings of modern
cloud environments. However, traditional BFT protocols design and
evaluation has not taken into account modern cloud hardware.

Our work seeks to resolve this trade-off transforming existing CFT
protocols for the Byzantine (untrusted) cloud environments with
modern cloud hardware. Our approach underpins the robustness and
efficiency axes. For robustness, we leverage trusted hardware avail-
able as part of confidential cloud computing to harden the security
properties of CFT protocols [17, 30, 87, 103]. We use trusted execution
environments (TEEs) to provide two key properties [49] (§ 4.2) for
successfully transforming a CFT protocol for Byzantine settings: (a)
transferable authentication, i.e., the ability to establish trust among
distributed nodes by designing a remote attestation protocol, and (b)
non-equivocation, i.e., once a node is trusted through remote attesta-
tion, the node follows the CFT replication protocol faithfully, thus, it
cannot send conflicting statements to other nodes. For efficiency, we
leverage modern networking hardware, such as RDMA/DPDK for
kernel bypass, to design a highly optimized communication protocol
that replicates state across nodes in distributed settings [16, 90, 110],
overcoming the I/O bottlenecks in trusted computing [145].

Our proposal: REcIPE. RECIPE leverages TEEs along with direct /O,
two prominent cloud technologies, to resolve the tension between
security and performance by building an efficient and practical trans-
formation of unmodified CFT replication protocols for Byzantine
settings. RECIPE achieve this by implementing a distributed trusted
computing base (TCB) that shields the replication protocol execution
and extends the security properties offered by a single TEE (whose
security properties are only effective in a single-node setup) to a
distributed setting of TEEs. Our design is comprised of a transferable
authentication phase (§ 5.3) for distributed trust establishment, a
high-performant network stack for secure communication over the
untrusted network (§ 6) and a memory-efficient KV store (§ 6). We
materialise RECIPE approach as a generic library, REc1pe-lib (§ 6).
Our evaluation assesses RECIPE’s generality and efficiency. To
show the generality, we apply and evaluate RECIPE on real hard-
ware with four well-known CFT protocols (we use an ‘R-’ prefix for
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Leader-based
Raft[121], ZAB [
Multi-Paxos [147]
CR [132], CRAQ [144],
PB [120], CHT [44]

Leader-less

131], AllConcur [126],
Derecho [88]

ABD [107], CP [101],
Hermes [93]

Total order

Per-key order

Table 1: CFT protocols taxonomy. Using RECIPE, we
transform one protocol (shown in bold) of each category.

our transformed protocols); a decentralized (leaderless) linearizable

multi-writer multi-reader protocol (ABD) [107] (R-ABD), two leader-

based protocols with linearizable reads, Raft [121] (R-Raft) and Chain

Replication (CR) [132] (R-CR), and AllConcur [126] (R-AllConcur), a

decentralized consensus protocol with consistent local reads. To eval-

uate performance, we compare RECIPE protocols with two compet-
itive BFT replication protocols, BFT-smart [140] (PBFT [40]), whose
specificimplementation hasbeen adopted in industry [13] and Damy-
sus [56] a state-of-the-art BFT replication protocol. Our evaluation
shows that REcIPE achieves up to 24X and 5.9% better throughput

w.r.t. PBFT and Damysus, respectively, while improving scalability—

RECIPE requires 2f +1 replicas, f fewer compared to PBFT (3f+1).

We further show that RECIPE can offer confidentiality—a security

property not provided by traditional BFT protocols—while achieving

a speedup of 7x—13x w.r.t. PBFT and up to 4.9X w.r.t. Damysus.

To summarize, we make the following contributions:

o Hardware-assisted transformation of CFT protocols: We
present RECIPE, a generic approach for transforming CFT protocols
to tolerate Byzantine failures without any modifications to the
core of the protocols.

e Formal analysis and verification: We formally verify safety
and security properties of RECIPE using Tamarin [109]. By model-
ing RecIPE while assuming a Dolev-Yao attacker [59], we verify
key properties like safety, integrity, and freshness through auto-
mated deduction and equational reasoning. Therefore, we provide
a correctness analysis for the safety and liveness properties of our
transformation of CFT protocols operating in Byzantine settings.

o Generic REcIPE APIs: We propose generic RECIPE APIs to trans-
form existing CFT protocols for Byzantine settings. Using RECIPE
APIs, we successfully transform a range of leader-/leaderless-
based CFT protocols enforcing different ordering semantics.

e RECIPE in action: We present an extensive evaluation of RECIPE
by applying it to four CFT protocols: Chain Replication, Raft, ABD,
and AllConcur. We evaluate these four protocols against the state-
of-the-art BFT protocol implementations and show that REcIPE
achieves up to 24x and 5.9% better throughput.

2 Background

2.1 The CFT Vs. BFT Conundrum

CFT protocols. CFT protocols assume a trusted infrastructure, toler-
ating only benign faults; replicas can fail by stopping or by omitting
some steps [58]. As such, while having low overheads, they are
not suitable for modern applications deployed in the third-party
untrusted cloud infrastructure [31]. In this paper, we evaluate proto-
cols that enforce either sequential consistency [100] or linearizabil-
ity [79], also referred to as strongly-consistent replication protocols.

We can broadly split strongly-consistent CFT protocols into two
categories (see Table 1 for the taxonomy): (i) leader-based protocols

Dimitra Giantsidi et al.

(e.g., Raft [121], Chain Replication (CR) [132]), where a node, desig-
nated as a leader, drives the protocol execution and (ii) decentralized
protocols (e.g., ABD [107], AllConcur [126]), where there is no leader
and all nodes can propose and execute requests.

We further divide them based on their ordering semantics. First,
protocols with total ordering, where the protocols create a total order
of all writes across all keys and apply them in that order. Second,
protocols with per-key ordering semantics where the protocol en-
forces the total order of writes on a per-key basis. The evaluation of
REcIPE (§ 8) relies on this taxonomy to systematically study its pro-
tocols’ performance, as these two dimensions significantly impact
the performance of the CFT protocols [67].

BFT protocols. In contrast to CFT protocols, BFT protocols assume
very little about the nodes and the network; faulty nodes may behave
arbitrarily while the network is unreliable. To tolerate f arbitrarily
faulty processes that may equivocate (i.e., make conflicting state-
ments for the same request to different replicas), BFT protocols add f
extra replicas to their system model requiring at least 3 +1 replicas
for safety. As such, BFT protocols exhibit worse scalability compared
to CFT protocols (which only require at most 2f +1 replicas).

BFT protocols are limited in performance, too. They incur high
message complexity (O(f?)) [41, 92, 149], multiple protocol rounds [27,
41,92, 106, 153] and complex recovery (O(f2) in view-change) [41,
92, 106, 149]. As an example of this, PBFT [41], a well-known BFT
protocol, requires at least 3f + 1 nodes, executes three broadcast
rounds, and incurs O(n?) message complexity.

Thirdly, BFT protocols are complex, introducing burdens to de-
velopers. Guerraoui et al. [33] found that most protocol implementa-
tions consist of thousands of lines of (non-trivial) code, e.g., PBFT [41]
and Zyzzyva [95]. Even if system designers wish to use a state-of-the-
art BFT protocol, optimizing it for the specific application settings
(e.g., network bandwidth, number of clients and replicas, crypto-
graphic libraries, etc.) is a rather complicated task.

2.2 Modern Hardware in the Context of BFT

Confidential Computing. In the long line of confidential com-
puting, trusted execution environments (TEEs) [3, 17, 30, 52, 133]
offer the state-of-the-art confidential computing environment that
guarantees the integrity and confidentiality of its code and data,
remaining resistant against all software attacks even in the presence
of a privileged attacker (hypervisor or OS). Based on this promise,
TEEs are now being streamlined by all major CPU manufacturers,
i.e., Intel TDX/SGX [17, 87], RISC-V Keystone [133], AMD-SEV [30],
Arm Realms [3]. etc. and are adopted in cloud [6, 7, 50, 73, 113].

In our work, we build RecIPE leveraging these recent advances
in hardware in the context of BFT. We realize the potential of TEEs
in hardening the properties of CFT replication protocols in the pres-
ence of Byzantine actors (e.g., network adversaries, compromised
OS/hypervisor, corrupted host memory, etc.) in the untrusted cloud.
Direct network I/0. High-performance distributed systems [34, 61,
83, 89, 91, 115, 116] abandon the traditional kernel-based network-
ing (sockets) to avoid syscalls’ overheads [139]. Instead, they adopt
direct network I/O (RDMA [110], DPDK [16]) to map the device’s
address space into userspace, bypassing the kernel stack.

We also adopt direct network I/O as it is even more well-suited
to TEEs where syscall execution is extremely expensive [35, 69]. We
leverage eRPC [90], a general-purpose and asynchronous remote
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Figure 1: RECIPE’s system architecture.

procedure call (RPC) library for high-speed networking for lossy
Ethernet or lossless fabrics. eRPC provides us with a UDP stack and
RDMA, DPDK and RoCE transport layers. We extended eRPC to (1)
optimize the TEE memory usage and (2) shield the network messages
against the untrusted network infrastructure.

3 System Model

Model sketch. We model the distributed system as a set of N TEEs
in N nodes (or replicas) that host either follower or coordinator pro-
cesses which execute a CFT protocol and communicate by exchang-
ing messages. We assume that RECIPE’s nodes run in a third-party
untrusted cloud infrastructure. A coordinator serves client requests
by initiating the implemented CFT replication protocol. Upon com-
pletion, it replies back to clients. In leaderless protocols, coordinators
are selected randomly (any node can act as a follower and/or a co-
ordinator). In leader-based protocols, only the active leader can act
as a coordinator, the rest of the nodes are followers.
Communication model. Nodes communicate via a fully-connected,
bidirectional, point-to-point and unreliable message-passing net-
work, where messages can be arbitrarily delayed, re-ordered or
dropped. In line with previous BFT protocols, we adopt the par-
tial synchrony model [63], where there is a known bound A and an
unknown Global Stabilization Time (GST), such that after GST, all
communications arrive within time A.

Fault and threat model. We say that a node is faulty if it exhibits
Byzantine behavior [102]. The unprotected (out-of-the-TEE) infras-
tructure (e.g., host memory, OS, NIC, network infrastructure/adver-
saries) can exhibit Byzantine behavior while we assume that the
TEEs can only crash-fail. We say that a node is faulty if one of the fol-
lowing holds true: (i) the TEE fails by crashing or (ii) the unprotected
infrastructure is Byzantine. For safety (and liveness), we assume that
for N> (2f+1) nodes up to f can be faulty.

4 REecIPE Overview
4.1 Architecture Overview

Distributed systems architecture. Figure 1 shows the overview of
adistributed data store system that builds on top of the RECIPE system.

Distributed data stores implement a tiered architecture consisting
of a distributed data store layer, replication layer, and data layer. In
our case, the replication and data layers are provided by Recipe. The
distributed data store layer maintains a routing table that matches
the keyspace with the owners’ nodes. This layer is responsible for
forwarding client requests to the appropriate coordinator nodes (e.g.,
leader of the replication protocol) for execution. The RECIPE repli-
cation layer is responsible for consistently replicating the data by
executing the implemented protocol. After the protocol execution,
RECIPE nodes store the data in their Key-Value stores (KVs), the data
layer, and they reply to the client [66, 104, 130, 134].

REcIPE architecture. RECIPE design is based on a distributed set-
ting of TEEs that implement a (distributed) trusted computing base
(TCB) and shield the execution of unmodified CFT protocols against
Byzantine failures. REcIPE’s TCB contains the CFT protocol’s code
along with some metadata specific to the protocol. The code and
TEEs of all replicas are attested before instantiating the protocol to
ensure that the TEE hardware and the residing code are genuine. All
authenticated replicas receive secrets (e.g., signing or encryption
keys) and configuration data securely at initialization.

Further, RecipE builds a direct I/O layer comprised of a networking
library for low-latency communication between nodes (§ 6). The
library bypasses the kernel stack for performance and shields the
communication to guarantee non-equivocation and transferable au-
thentication against Byzantine actors in the network (§ 4.3 and § 6).
RecIPE guarantees both properties by layering the non-equivocation
and authentication layers on top of the direct I/O layer. In addition,
to strengthen RECIPE’s security properties and eliminate syscalls, we
map the network library software stack to the TEE’s address space.

Lastly, REcIpE builds the data layer on top of local KV store in-
stances. Our design of the KV store increases the trust to individual
nodes, allowing for local reads (§ 6). Our KV store achieves two goals;
first, we guarantee trust to individual replicas to serve reads locally,
and secondly, we limit the TCB size, optimizing the TEE memory (en-
clave) usage. As shown in Figure 1, REcIPE keeps bulk data (values)
in the host memory and stores only minimal data (keys + metadata)
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in the TEE area. The metadata, e.g., hash of the value, timestamps,
etc., are kept along with keys in the TEE for integrity verification.

REecrIPE’s adoption. Our decision to use TEEs with direct I/O for
networking is grounded in practice. Confidential computing and
kernel-bypass networking are widely adopted by cloud providers
for both security and performance. Our research aligns with this
trend; we trust the TEE and its vendor, and we believe that growing
confidence in TEEs [98, 114] will further validate REcIPE’s design.

4.2 Transformation Requirements

The basic requirements for transforming a CFT protocol for Byzan-
tine environments are established in a theoretical result published
by Clement et al. in PODC 2012 [49]. Due to this seminal paper, we
know that non-equivocation and transferable authentication are
necessary to go from 3f+1 to 2f +1 replicas for a reliable broadcast
in Byzantine settings. Our work shows that not only can this lower
bound be achieved in practice, but we can do so while providing high
performance by leveraging modern hardware in a cloud environ-
ment. Next we discuss how RECIPE satisfies these two fundamental
requirements, while § 4.4 elaborates on how to design practical and
efficient protocols that meet these requirements.

Transferable authentication: The transferable authentication prop-
erty refers to the authenticity of a received message, requiring that
areplica must be able to verify that the supposed sender indeed had
sent the message. The authentication is transferable if the original
sender can be verified, even when the authentication proof is for-
warded. Formally, a message m with authentication proof o; from
P;, which is verified by a correct process P;, is also verified by any

other correct process Py.. From which follows for correct processes:
VP;,Py: Verifypj(m,ai,Pi) = Acceptpk(m,Pi)

Non-equivocation: The non-equivocation property guarantees

that there are no conflicts between the accepted messages of correct
processes. That implies that REcIPE must detect attacks in which
adversaries try to send different, potentially stale messages to some
processes. Formally, if k is a unique identifier, like a message counter
or request id, then a Byzantine node P; cannot get two messages m #
m’ with the same k accepted by different correct processes P; and Py:
VP;,Py: Acceptpj(k,m,Pi) /\Acceptpk(k,m',Pi) — m=m’

4.3 REecIPE Primitives In a Nutshell

RecipE embodies the TEE-assisted primitives, i.e., the RECIPE au-
thentication primitive and the RECIPE attestation primitive, shown
in Algorithms 1 and 2, to ensure non-equivocation and transferable
authentication. These primitives are integrated into the network
library (§ 5.1) and complement the attestation protocol (§ 5.3) to
guarantee in practice that only trusted replicas access the crypto-
graphic keys and can generate and verify authenticated messages.
We present an analysis and formal verification of REcIPE in § 7.

Authentication primitive. For the authentication, we use cryp-
tographic primitives (e.g., MAC and encryption functions when
RecrIpE aims for confidentiality) to verify the integrity and the au-
thenticity of the messages. Each message m sent from a node n;
to anode n; over a communication channel cq is accompanied by
metadata for preventing (or detecting) equivocation. This metadata
includes a trusted counter value cnt.q, the current view number
view €N, sender and receiver nodes’ ids, and the calculated message
authentication code (MAC) hg,,. The MAC is calculated over the

Dimitra Giantsidi et al.

Algorithm 1: REcIPE’s authentication primitives.

1 > cnteq: the latest sent message id from cq

2 b renteg: the last committed message id from cq
3 function shield_request(req, cq) {

4 cnteg ¢ cnteg+1; te— (View, cq, cnteg);

5 [hacq, (req,t)] « singed_hash(req, t);

6 return [hg, (req,t)];
7}
8 function verify_request(ho,,, req, (view, cq, cnteq)) {
9 if verify_signature(h(,cq, req, (view, cq, cnt.q)) == True then
10 if view == current_view then
1 if cntcy <= renteq then
12 return [False, req, (view, cq, cnth)];
13 if cnteq == renteq+1 then rentc,
« renteq+1; buffer_locally(req, (view, cq, cntegq));
14 return [True, req, (view, cq, cnteg)];
15 return [False, req, (view, cq, cntcg)];
16 }

payload and the metadata, then follows the message m. Formally,
m— ({req,(view,cq,cntcq) ho,, ), (regllview||cql|cntcq)). The sender
node calls into the shield_request(req, cq) and generates such a
trusted message for the request req. On the receiver side,

Accept({req, (Uiew,cq,cnth)), ID;) =
verify_request(hgcq, req, (view,cq,cntcq)).
Non-equivocation. RECIPE prevents equivocation and replay at-
tacks in the network using sequence numbers for all the messages.
Replicas maintain local sequence tuples t = (view,cq,cnt.q) where
cntcq is the current trusted counter value in that view for the latest
request sent over c¢q. The sender assigns a unique tuple to messages
and then increments the trusted counter to guarantee monotonicity.
Formally, if m; < m; is the relation defining the message order, then
Vmi,mj: m;<m; &= cnicq(m;) <cnteqg(m;). Replicas can verify
the freshness of a message by examining its cnt., (verify_request()
primitive). The primitive verifies that the message’s id (as part of the
metadata)is consistent with the receiver’slocal counter rentcy (rent.q
is the last seen valid message counter for received messages in cq).

Attestation primitive. Remote attestation is the building block to
verify the authenticity of a TEE, i.e., the code and the TEE state are the
expected [125]. As such, RECIPE provides attest(), generate_quote()
and remote_attestation() primitives (Algorithm 2) that allow replicas
to prove their trustworthiness to other replicas or clients. The attes-
tation takes place before the control passes to the protocol’s code.
Only successfully attested nodes get access to secrets (e.g., signing
or encryption keys, etc.) and configurations.

4.4 System Design Challenges

Our work shows how to leverage modern hardware to build effi-
cient, robust, and easily adaptable distributed protocols by meeting
the aforementioned transformation requirements. Specifically, we
address the following research questions.

Q1: How to use TEEs efficiently? TEEs are not a panacea: due
to their architectural limitations (limited trusted memory and slow
syscalls’ API) [69, 94], their naive adoption to build practical systems
does not necessarily translate into performance improvements. For
example, communication in the state-of-the-art BFT protocols [56,
112, 149], which is at the core of any distributed protocol, primarily



RECIPE : Hardware-Accelerated Replication Protocols

Algorithm 2: RECIPE’s attestation primitive.

1 function remote_attestation() {

2 nonce «— generate_nonce();
3 send(nonce, kpub)2 DHKE(); quoteg, —recv();
pub
4 if verify_signature(quotes, . ) == True then
pu
5 HUTEE < decrypt(quotegkpub s Kprio)s

6 if (verify_quote(urgg) == True) send_secrets();
7

}

8 function attest() {
9 pt < gen_enclave_report(); return y;
10 }

1 function generate_quote(u, kpup) {

12 keyp < EGETKEY();

13 quote « sign(y, keyp.,); quotes, . < sign(quote, Kpup);
pu
14 return quote ;
q O-kpuh
15 }

builds on standardised kernel interfaces (e.g., sockets) suffering from
big latencies and not exploiting the full potential of the system [152].
In REeCIPE, we carefully address these limitations without intro-
ducing an additional burden to developers. We build a secure Remote
Procedure Call (RPC) framework on top of a direct I/O network stack
for TEEs that: (1) boosts performance by avoiding expensive syscalls
within TEEs. (2) extends the transferable authentication and non-
equivocation primitives across the untrusted network infrastructure
realising the transformation in practice. (3) follows an established
RPC-programming paradigm that has proven to be the most effective
one for building distributed protocols [61, 90, 91, 93].
Q2: How to use TEEs to transform and build practical systems?
While Clement et al. show that a translation of a CFT protocol to a
BFT protocol exists, this mechanism adopts an impractical strategy
when it comes to building real systems. The entire (transformed)
system relies on an expensive mechanism to ensure the correct ex-
ecution of the underlying CFT protocol. In each round, each replica
needs to receive the history of all previous messages, verify their au-
thentication and replay the execution of the protocol’s entire history.
This way, it is ensured that non-Byzantine replicas rebuild their state
correctly and also that the currently executed message is legitimate
(i-e., derives from a valid execution scenario of the protocol).
Secondly, the transformed protocol may amplify the native seman-
tics of the original CFT protocol such as linearizable local reads. As in
classical BFT protocols, clients cannot trust individuals, instead, they
build collective trust by receiving f +1identical replies from different
replicas to ensure that at least one correct replica has responded.
We design RecIPE to work out-of-the-box to build real systems.
RecIpE leverages the properties offered by TEEs to shield the correct
protocol execution while our network stack extends the security
properties to the network. As a result, our approach does not impose
any dependency on the history execution of the protocol, and the
original protocol’s message complexity is not affected. We also offer
an authenticated, per-node, in-memory KV store to allow replicas to
detect integrity and authenticity violations and to supportlocal reads
individually. Our approach improves performance, but enables easy
adoption as well; developers do not have to worry about maintaining
protocols’ semantics in Byzantine settings.
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Q3: How to realize initialisation, recovery, and failure detec-
tion? While the transformation remains agnostic to the transformed
CFT protocol in normal operation, the system designers still need
to design recovery mechanisms when failures occur. Clement et al.
do not address how the system initialises its state, detects failures,
and recovers from them. CFT protocols vary in their mechanisms for
recovery and failure detection. Some protocols continue to operate
when failures occur [107, 120] while others rely on accurate timeouts
to detect non-responsive leaders and nodes [93, 121, 132]. Unfortu-
nately, TEEs come with neither a trusted initialisation mechanism
for distributed systems [15] nor a trusted timer source [22, 24].
RecIPE builds on a secure substrate that overcomes these limi-
tations. We build on a mechanism for collective attestation and a
trusted lease mechanism [146] which is a foundational primitive for
trusted timeouts, failure detectors [84], leader election [65], etc.

Q4:Is BFT enough? The case for confidential BFT protocols.
Applications that manage sensitive data (e.g., health-care applica-
tions [96]) adopt blockchain solutions for privacy. To this end, cloud-
hosted blockchain solutions have been launched [2, 4, 14, 20, 25].
However, these cloud-hosted blockchain systems that fundamen-
tally build on agreement protocols for serialising the ledger [21],
jeopardise the blockchain principles of decentralised trust [112].
While BFT protocols offer an important foundation to build trust-
worthy systems, we argue that modern applications [1, 37, 45, 68, 119,
123, 127] seek confidentiality beyond the scope of the BFT model.
RECIPE satisfies this need. Built on top of TEEs, RECIPE transparently
offers confidential execution without sacrificing performance.

5 RecIPE Protocol

Clients in RECIPE execute requests through a PUT/GET APL As dis-
cussedin § 4.1, the request is forwarded to the protocol’s coordinator
node. Figure 2 shows as an example a RECIPE implementation of
Raft (R-Raft) including all three execution phases of a typical RECIPE
protocol: the transferable authentication phase (blue box), the ini-
tialization phase (green box) and the normal execution phase where
the transformed CFT protocol executes clients’ requests (red box).
Prior to the protocol execution, nodes pass through a transferable
authentication phase (§ 5.3) to prove that the TEEs and loaded code
are genuine, followed by initialization and normal operation.

5.1 Normal Operation

We first explain the initialization and the normal execution phases,
assuming all participant nodes executed the transferable authentica-
tion phase successfully. The nodes execute the initialization phase,
initializing their own local KVs @.1) and their network connections
(e.g., configures NIC-memory, network ports, etc.) and establish con-
nections with other peers ¢.2) based on the configuration it securely
received at the attestation process . The leader then runs the un-
derlying CFT protocol (in our case, Raft €)—(C9) to execute the client
request . Upon completion, it replies back to the client . Next,
we discuss the RECIPE abstraction under the normal operation.

We use the notation [h,,_, payload] to denote an attested or
shielded message that is comprised of the signed hash (., ) of pay-
load (certificate) along with the raw payload data. We use the symbol
o to denote that a piece of data is signed with a key c. Figure 2 uses
the notation (@, kv) for an attested message referring to a key-value
pair kv with certificate a.
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Figure 2: Example of the RECIPE version of Raft (R-Raft) execution.

#1: Clients send to the coordinator their request of the form [h,, _,
(metadata, req_data)] 1. The req_data is the request’s associated
data and the metadata might include among others the client’s and
the request’s id, the leader’s and term’s ids (known to the client).
#2: Nodes receive and process a request after successfully verifying
their integrity and authenticity. RECIPE’s protocols inherit the con-
strains of the original CFT protocol. For instance, our R-Raft leader
will drop requests with wrong view of the term or leader.

#3: Upon the reception of a client’s request:

#3.1 The coordinator (leader) verifies the integrity and authentic-
ity of the message using RECIPE’s authentication layer. It also verifies
the metadata, e.g., the message is invalid if the term and the leader (if
any) known to the client are incorrect. The leader updates the client
table with the latest processed request for each client.

#3.2 Next, the leader initializes the protocol for that request. In
our example, the Raft leader shields the message @, generating a
trusted message format (a1, kv) where a1 is the certificate of kv and
broadcasts the request to the followers C2) (replication phase).

#3.3 The messages exchanged between replicas are of the form
[h . (metadata, req_data)]. The metadata includes a per-request
unique tuple (view, cq, cntc,) that contains: (1) the view, an identifier
that is optionally set by the implementation for every new leader (if
any) (2) the communication channel id (cq) and (3) a sequencer id or
a message counter (cnt.4) that is assigned to the messages sent over
this channel and is increased monotonically for every new message.
#4: When a replica receives a message:

#4.1 If the replica is in normal state operation, it verifies the
validity of the message. Else, it refuses to process the request.

#4.2 The replica verifies the received sequencer id (recvcn;) to see
if it is consistent with its local counter (cntc,). If the recv,,; equals
(cntey+1), the replica executes the request immediately, increases
its local counter, acknowledges to the sender and updates the client
table. If the recv.,, refers to a “future” message (recvc,;>cnteq+1),
the replica queues the request in the protected area. Periodically,
it applies the queued requests eligible for execution and notifies
coordinators accordingly.

#5: In our example, the followers verify the request @, enqueue
the un-committed request in a TEE buffer, and send ACKs back to
the leader. The leader, upon receiving the majority of ACKs marks
the request as replicated (.4 and proceeds to the second round of
the protocol instructing the followers that replied to commit the
update (@—@) At this point, each follower instructed to commit
applies the request to its local KV store and ACKs the commit
to the leader. Similarly to the replication phase, the leader finally
commits (C.9) when it receives ACKs from the majority.

#6: After the protocol’s execution, the coordinator marks the request
as committed and notifies the client ®2).

Toe

5.2 View Change

While decentralized protocols remain available as long as most
nodes are part of the membership, the leader-based protocols do
not progress if the leader goes down. To remain available after the
leader crashes, the followers need to closely monitor the leader (e.g.,
heartbeat messages in inactive periods) and, in case it is unreachable,
to elect anew one, i.e., perform a view change.

In line with the CFT protocols, RECIPE protocols must assign a
leader with a term and a node identifier. The term id can be seen as an
epoch, a monotonically increasing counter that uniquely identifies
the current view of the system. To continue serving requests after a
leader election, the majority needs to confirm the new leader along
with the new term. Since a leader needs to be acknowledged by the
majority of the nodes to operate, the latest term will survive in at
least one node, ensuring the term’s monotonic increments.

Correctness. The correctness condition for leader elections is that
every commit must survive into the new leader election in the order
selected for it at the time it was executed. RECIPE does not make
further assumptions, protocols can rely on their election algorithms
as we guarantee that the replicas are trusted.

Failure detection. CFT protocols [121, 132] often require trusted
timers to detect failures. RECIPE builds on top of Intel SGX, which
does not secure timers [22, 24] whereas OS-timers and software
clocks cannot be trusted. To overcome this, RECIPE implements a
trusted lease mechanism [146]. Our mechanism supports all the prop-
erties of classical leases [74] that are the building block for trusted
timeouts, failure detectors [84], leader election [65], etc.

5.3 Transferable Authentication

Before initialization, all participant nodes run the transferable au-
thentication phase (are attested). The phase ensures that only authen-
ticated replicas receive configurations and secrets and participate to
the protocol, guaranteeing the transferable authentication property
and protecting against Sybil attacks [60]. This step is essential to pre-
vent impersonation attacks, even with correct and protected code, as
basic authentication cannot stop Byzantine behaviors like forking.

RecIPE materializes this phase using a remote attestation protocol.
Right after the attestation protocol we rely on node identifiers and
message sequencers (§ 5.1, § 6).

The attestation protocolisinitialized by the protocol designer (PD)
(challenger) who establishes TLS connection with the Configuration
and Attestation service (CAS)(x.1). CAS is responsible for proving the
authenticity of a TEE. For now, we focus solely on the attestation
protocol; the CAS is discussed in § 6. The CAS also establishes secure
communication channels with the participant nodes.

The PD sends an attest request to the CAS, which is then for-
warded to thereplicas . Thereplicas perform local attestation [125],
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i.e., they calculate a measurement of their code and generate a quote
that is uniquely bound to that particular TEE . The quotes are
sent over the TLS channel to the CAS for verification. Upon a suc-
cessful attestation of a TEE, the CAS notifies the PD to forward
configurations to the replicas (3.7)—(.4).

CAS runs on attested TEEs, hence, it does not pose vulnerability
risks. As a single point of trust, it may face availability issues—e.g.,
an attacker shutting it down prohibits RECIPE nodes to be attested
and join the membership (§ 5.5).

5.4 Recovery

As nodes fail, new or recovered nodes need to be added to continue
operating at peak performance. To add a new node, the membership
needs to be reliably updated, following that all other live replicas
are notified of the new node’s intention to join the replica group.
For non-equivocation, recovered nodes always start as fresh nodes
and as such are assigned unique node ids by the CAS through the
attestation phase. Overall, a new joining node follows the next steps:
#1: A recovering node needs first to be attested before any secrets
and membership information are shared. Before the control passes
to the CFT protocol, the node sends a join request to a designated
node, notifying it about its willingness to join the cluster.

#2: The challenger-node that receives the request initializes a remote
attestation to verify the new node’s trustworthiness (§ 5.3).

#3: After a successful attestation, as a response to the join-request,
the challenger-node shares the network signing or encryption keys
and the configurations. The challenger-node also broadcasts a mes-
sage to the other replicas about the successful attestation of the new
node. Once the new joiner acknowledges the response from the
challenger-node, it establishes connections with the other replicas.
#4: The new node joins as a shadow replica fetching the state of
the system as in [62, 122]. If the CFT protocol allows, this node can
participate in writes while recovering. Once it is synchronized with
the system’s state, it transitions to normal operation of the protocol.

5.5 REcIPE liveness and safety properties
We do not consider DoS-based liveness or censorship attacks, since
the unprotected cloud infrastructure can be controlled by an ad-
versary to compromise the availability of REcipe. While not imple-
mented, client-centric techniques as in [151] can also be adapted.
RecIpE is safe. Especially, in the context of rollback attacks, where
other systems, e.g., MinBFT [149], recover from persistent storage,
REcIPE attestation phase carefully addresses this violation relying
on unique fresh node identifiers and message sequence numbers
using lightweight symmetric-key hashing, with no measurable per-
formance overhead to generate distinguishable protocol messages.

6 REecrpE Library

This section describes four core components of RecipE. Table 2 sum-
marizes the REc1pE’s API for each component.
REcIPE networking. REcIPE adopts the Remote Procedure Call
(RPC) paradigm [34] over a generic network library with various
transportation layers (Infiniband, RoCE, and DPDK), which is also
favorable in the context of TEEs where traditional kernel-based
networking is impractical [97].

We offer asynchronous network operations following the RPC
paradigm. For each RPCobj, RECIPE keeps a transmission (TX) and
reception (RX) queue, organized as ring buffers. Developers enqueue
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Attestation API
attest (measurement)

Attests the node based on a measurement.

Initialization API
create_rpc(app_ctx)
init_store()
reg_hdlr (&func)
Network API

send (&msg_buf) Prepares a req for transmission.
respond (&msg_buf) Prepares a resp for transmission.
poll() Polls for incoming messages.

Security API
verify_msg(&msg_buf)
shield_msg(&msg_buf)

KV Store API

write(key, value)

Initializes an RPCobj.
Initializes the KV store.
Registers request handlers.

Verifies the authenticity/integrity and cnt of a msg.
Generates a shielded msg.

Writes a KV to the store.
Reads the value into vrgg
and verifies integrity.

Table 2: REcIPE library APIs.

requests and responses to requests via RECIPE’s specific functions
which place the message in the RPCobj’s TX queue. Later, they can
call a polling function that flushes the messages in the TX and drains
the RX queues of an RPCobj. The function will trigger the sending of
all queued messages and process all received requests and responses.
Reception of a request triggers the execution of the request handler
for that specific type. Reception of a response to a request triggers a
cleanup function that releases all resources allocated for the request,
e.g., message buffers and rate limiters (for congestion).

While RecipE’skernel-bypassing architecture targets performance,
its network stack embeds non-equivocation and transferable authen-
tication primitives (see § 4.3), enabling BFT transformation of CFT
protocols with just 2f +1 nodes.

Non-equivocation and authentication layers: REcipe’s send () func-

get (key, &VTEE)

tion calls into the shield_request() primitive (§ 4.3) ensuring that
sender always assigns to unique and monotonic, thus, distinguish-
able, sequence numbers to the transmitted messages. Replicas poll
for messages (poll()) executing the implemented CFT protocol
when they receive verified valid messages (verify_request() primi-
tive). In addition, RECIPE’s replicas are willing to accept “future” valid
messages as these might come out of order, i.e., messages whose cntcg
is > (rentcq+1). These messages are processed and committed accord-
ing to the CFT protocol. The shield_request() and verify_request()
are also verifying the authenticity and the integrity of the messages.

Secure runtime. We build our codebase in C++ using SCONE to
access the TEE hardware. SCONE exposes a modified libc library and
combines user-level threading and asynchronous syscalls [139] to
reduce the cost of syscall execution. While we limit the number of
syscalls, leveraging SCONE’s exit-less approach allows us to optimize
the initialization phase that vastly allocates host memory for the
network stack and the KV store. To enable NIC’s DMA operations
and memory mappings to the hugepages (for message buffers and
TX/RX queues) (§ 6), we overwrite the mmap () syscall of SCONE to
bypass its shield layer and allow the allocation of (untrusted) host
memory. RECIPE runtime supports a trusted lease mechanism [146]
that preserves the correctness guarantees of classical leases [75],
even when timers may be unreliable.

REecrIPE key-value store. REcIPE provides alock-free, high-performant
KV store based on a skip-list. We partition the keys from the values’
space by placing the keys along with metadata (and a pointer to the
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value in host memory) inside the TEE’s memory area, the enclave,
and storing the values in the host memory. REcIPE’s KV store design
resolves Byzantine errors since the metadata (and the code that ac-
cesses them) reside in the enclave. That said, RecipE allows for local
reads as nodes can verify the integrity of the stored values.

Attestation and secrets distribution. The attestation process
is initialized by the challenger, a remote process that can verify
the authenticity of a specific TEE. The challenger executes the re-
mote_attestation() primitive (§ 4.3) to send an attestation request to
the application—usually in the form a nonce (a random number). The
challenger and the application, then, pass through a Diffie-Hellman
key exchange process [111]. The application generates an ephemeral
public key used by the challenger later to provision any secrets.
When the TEE receives the nonce, it calls the attest() and generates
a measurement (i) of its state and loaded code. Following this, the TEE
callsinto the generate_quote(p,kpyp) to sign i (quote) with the keyp,,
which is fetched from the TEE’s h/w. The TEE signs and encrypts
the quote quoteJkPub over the challenger’s public key k,,;» which is,

then, sent back to the challenger. Upon successful verifications of
the quotegkp Y the challenger shares secrets and configurations.

7 RECIPE Analysis and Formal Verification
7.1 Requirements Analysis
We show how RECIPE satisfies the required properties (§ 4.2).

Non-equivocation. RECIPE prevents equivocation attacks through
trusted monotonically increasing message counters cntc, that assign
sequence numbers to the network messages. The sender assigns
a monotonically increasing sequence number to every message of
a given round, cntcq < cnicq + 1, guaranteeing a total ordering of
all network messages between any two communication endpoints.
Formally, for any two messages my,m;, over a communication chan-
nel cq: Vmy, my : my < my &= cnieqg(my) < cnteq(my) thus
cnteq(my) = cnteg(mz) &= m; = my. On the receiving side, it
suffices for replicas to verify that the message’s counter is consistent
with their local known sequencer for this communication channel,
cnteq =renteq+1 or for accepting “future” valid messages as these
might come out of order, i.e., cntcq > (renteq+1). RECIPE’s sequencer
prevents the replays (stale but authenticated messages), which is
indistinguishable from equivocation, cnt.q < rntcy. In addition, a
Byzantine node may “appear” to not send messages to some (weak
non-equivocation) or all (strong non-equivocation) other nodes dur-
ing a given operation [108]. RECIPE is responsible for neither—we
rely on the CFT as both weak and strong non-equivocation are in-
distinguishable from crash failures [108].

Transferable authentication. RECIPE ensures the core two proper-
ties from its TEE-assisted primitives: (1) REcIPE distributes the config-
uration, keys etc. in a secure manner to trusted nodes, and (2) RECIPE
preserves the authenticity and integrity of the network messages.
Transferable authentication is provided implicitly by properties
(1) and (2). The first ensures that signing keys are shared for every
communicating pair of processes after their successful attestation.
Recall that configuration data, signing keys, and other secrets are
securely provisioned only to successfully attested TEEs, i.e., trusted
nodes that have successfully completed remote attestation. Thus,
only trusted (correct) processes can sign (and generate) valid (and
verifiable) messages, since every message m is signed by the sender’s
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TEE using a private key sk. It also follows that Byzantine adversaries,
even by controlling the unprotected infrastructure (see §3), cannot
alter or forge messages without the signing key, including “future”
messages; instead, they are only limited to replaying old messages.
Formally, Pr[Verify(oc,mkpup) =1] < negl(1), where o is the sig-
nature, A is the security parameter (e.g., key size), and negl(1) is a
negligible function, meaning it decreases faster than any polynomial
function. Lastly, authenticity is transferable and can be verified in
the exact same way that any two directly communicating nodes do.

7.2 Correctness Analysis

CFT protocols need to provide the following safety properties regard-
ing the messages delivered by the network [80, 81]. We show how
these are provided by RECIPE’s non-equivocation and (transferable)
authentication layers.

Safety. If a correct process p; receives and accepts a message m from
aprocess p;, then the sender p; is correct and has executed the send
operation with m.

Integrity. If a correct process p; receives and accepts a message m,
then m is a valid and correct message generated according to the
protocol specifications.

Freshness. If a correct process p; receives and accepts a valid message
mj, sent from a correct process p;, then it will not accept any future
message m;, with the same identifier, y =x, Vx,y e N*.

Next, we explain how RECIPE satisfies these properties. Safety and
integrity are directly satisfied by our transferable authentication
mechanisms. Firstly, every message m is signed by the sender’s TEE
using a private key ki, and receivers verify m using the sender’s
public key kp,,p. Thus, only trusted and correct processes can gen-
erate valid messages (i.e., valid signatures) that can be successfully
verified: a message maccepted by some correct process p; must have
been generated and sent by a correct process p;. Moreover, correct
processes cannot deviate from the protocol’s specification to gen-
erate messages that do not adhere to it. Byzantine adversaries can
neither forge nor alter messages without kp,;, (§ 7.1).

To guarantee freshness, our system uses monotonically increasing
counters to establish a total order for messages between two end-
points. This allows a correct process p; to discard duplicate messages,
preventing replay attacks.

7.3 Formal Verification of the REcIPE Protocol

We formally verify the safety and additional security properties
of RECIPE using Tamarin [109]. Tamarin operates in the symbolic
(Dolev-Yao) model [59] and thus requires us to make the following as-
sumptions: (1) we do not consider individual bits, but instead atomic
terms, like a counter, cryptographic key, etc., which are composed
to derive messages (2) all cryptographic functions are pure, i.e., they
have no side effects, and perfect (e.g., no hash collision) (3) a poten-
tial attacker can read and delete all messages sent on the network
and modify them using the functions built into Tamarin or explicitly
provided in the model (e.g., no side channels). Based on these assump-
tions, we can model the system state as a multiset, and the possible
state transitions as multiset rewriting rules, resulting in a labeled
transition system. In the case of RECIPE, this involved mapping of the
transferable authentication, initialization, and execution phase to
facts stored in the multiset and rules for each operation that modifies
the system state. This allows us to consider an unbounded number of
processes, messages, and protocol executions. Utilizing the results of
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previous TLS verification work [23, 53, 54], we abstract the TLS hand-
shake and subsequent connection as a secure channel in our model.

In order to verify the properties of this system, we annotate rules
with parameterizable action facts and use them to express temporal
first-order properties on all possible traces, i.e., transition sequences.
Tamarin can then use deduction and equational reasoning to derive
either a proof of correctness or a counterexample, which violates
our property [109]. To express the temporal relation of action facts
we will use a@t;, to express that action fact a occurred in the trace
at time point ¢;. The relation ¢, < t;, specifies that ¢, occurred strictly
before t; in the trace, and t, = t}, expresses that both occur at the same
time, which implies that they map to the same rule execution. Using
this framework, we can express the following safety properties:

We use the action facts Acc(ept) and Send, which map to the ac-
cording process operations, as well as the action fact Tr(usted), which
marks the rule where the processes are finally attested and from
which point onward they are trusted. The first property we verity,
which corresponds to our safety and integrity properties, is that sent
and accepted (by some process) messages always originate from a
trusted (correct) process or formally in Tamarin:

Vpimjotita: Tr(p) @ty AAcc(pim,)@tq Aty <tq
= Apitts: Tr(pj)@ty; ASend(pjm; )@ts Ay, <ts<tq

We define property (2) to verify that messages are always accepted
in the order they are sent. We express this in Tamarin as:
Vpi,mjx,mjy,tti,tax,tay :
Tr(p:)@t:; A Acc(pi,mj, )@ta, AAcc(pimj,)@ta, Aty <ta, <ta,
= 3pjitsts,: Send(pj,mj.)@ts, A Send(pj,mjy)@tsy Als, <ts,

Finally, we verify that messages are never accepted twice, which
corresponds to our freshness property, expressed in Tamarin as:
Vpi,mjx,tti,tax,tay 2 Tr(pi)@ty; AAcc(pimj,)@ta,

A Acc(p,—,mjx)@tay Aty <taysta, = ta, =ta,

All of these properties are successfully verified by Tamarin for any
number of TEEs, processes, and protocol executions, even in the
presence of an attacker, as outlined above. A link to the full Tamarin
model and proof artifact, which consists of more than seven thousand
generated lines, will be provided after the double-blind review.

8 Evaluation
8.1 How to Apply the REcIPE Library?
RecIpE draws inspiration from systems like Fabric [31], which sup-
ports both CFT [21] and BFT [86] protocols for blocks ordering.
Since replication protocols are central to fault-tolerant cloud ser-
vices, we envision RECIPE serving blockchain layers and generalizing
to distributed KVs and replicated systems requiring BFT-like guaran-
tees [35]. Below, we outline how developers can use the REcIpE-lib
API and transform widely adopted CFT protocols like Raft [8, 21, 51].
Developers can use the REc1PE-lib API to transform their preferred
CFT protocol for Byzantine settings without further modifying the
core states of the protocol. Listing 1 illustrates Raft’s transformation
using the same example of R-Raft from Figure 2. In Listing 1, the
blue sections show the native Raft code, whereas the orange sections
show the modifications introduced by REcIPE.

/] e Requests handlers definition -----------
> void replication_hdlr(Raft_ctx* ctx, Msg* recv_msg) {
// verifies recv_msg integrity and counter
[msg, cnt] = verify_msg(recv_msg);

5
6
8
9
10
11

W/ comcmcmmooo Init phase

3 for (auto& node
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... // appends the req to the on-going reqs buffer

conn.respond(shield_msg(ACK_repl)); // transmits ACK
}
void cmt_hdlr(Raft_ctx* ctx, Msg* recv_msg) {

[msg, cnt] = verify_msg(recv_msg);

auto [key, vall] = decode(req);

// stores val in host mem and its certificate in TEE

ctx->kv.write(key, val);

conn.respond (shield_msg(ACK_cmt)); // transmits ACK
¥

auto ctx = new Raft_ctx(metadata, node_type);

// init local KV with host allocated memory and a cipher
ctx->kv = init_store(HostMemSize, cipher);

RPC_obj conn = create_rpc(enc_key); // create RPC handle
conn.reg_hdlr(&cmt_hdlr); // registers handlers
conn.reg_hdlr(&replication_hdlr);

A Raft leader ---—--—————-

: followers_list) {
conn.wait_until_connected(node); // connects with followers

}

, for (53) {

... // gets client request and marks it as on-going

for (auto& follower : connections)

// generates a shielded message and bcast to followers
follower.send(shield_msg(rep_req), TypeRepl);

conn->poll(); // polls to flush TX/RX queues

for (auto& follower : connections) ... // bcast commit
follower.send(shield_msg(cmt_req), TypeCmt);

... // commit phase, apply changes to local kv

ctx->kv.write(key, val);

Listing 1: Raft transformation using REcCIPE: blue sections
(native Raft) and orange sections (RECIPE additions).

Developers need to port the codebase within the TEE and use the
RecIPE’s network API to replace the conventional unsecure RPC-
API [67, 90, 110] with Rec1pE-lib’s networking functions extending
the TEEs’ trust accross the network. Some of the REcipE’s API re-
mains equivalent to the native API; typical examples are the poll()
and reg_hdlr() functions. On the other hand, we introduced some
slight modifications in send() operation and Initialization APIs.

8.2 REecIPE in Action for CFT Protocols

Experimental setup. We run our experiments in a cluster of three
SGX machines (NixOS, 5.15.43) with CPU: Intel(R) Core(TM) i9-
9900K each with 8 cores (16 HT), NIC: Intel Corporation Ethernet
Controller XL710 for 40GbE QSFP+ (rev 02) and a 40GbE QSFP+ net-
work switch. For the evaluation, we use the YCSB benchmark [26]
(configured with approx. 10K distinct keys with Zipfian distribution)
with various R/W ratios and value sizes. Competitive baselines (e.g.,
Damysus [56] and PBFT [140]) run on the same machines. PBFT
used an additional machine with identical specs.

To show the benefits of our approach, we implement four widely
adopted CFT protocols (one of each category in § 2, Table 1), with
the Rec1pPe-lib API. We build R-ABD, R-Raft, R-AllConcur and R-CR
which are the REcIPE versions of ABD, Raft, AllConcur and CR respec-
tively. We compare these protocols with BFT-smart [140], an opti-
mized version of PBFT [41] with system-level optimizations and real-
world integration (e.g., Hyperledger Fabric) and Damysus [56], the
state-of-the-art version of HotStuff [27] on top of SGX (with 2f+1) in-
cluding optimizations such as pipelining and concurrent processing.

Our evaluation targets the following: not only to show how
RecIPE’s approach with TEEs can improve throughput using only
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R/W R- R-CR R- R-
ratio ABD Raft  AllConcur
50% 6.5% 13.7X 5.3% 6.8X
75% 13.3% 14.8% 10.05% 9.4%
90% 13X 24X 16.5% 9IX
95% 12.8% 21x 10.7% 9.5%
99% 12.3%x 23X 9.8% 10.5%

2568 1024 B
Figure 4: Performance of REcIPE for different value sizes.

2f + 1 nodes but also, to explore the impact of kernel-bypass net-
working for BFT.

Our findings based on the evaluations showed that RECIPE im-
proves performance by preserving the original CFT protocol work-
flow. For example, it allows local reads where permitted, due to
trusted leases and the authenticated per-node KV store. Additionally,
kernel-bypass networking eliminates critical path bottlenecks im-
proving throughput. Next, we discuss the characteristics of protocols
categories, our chosen protocol and our evaluation results in detail.

A:Leaderless w/ per-key order. Protocols in this family agree on

a per-key order of writes in a distributed manner. All nodes can
coordinate a write that is completed in at least two rounds. A typ-
ical example is Classic Paxos (CP) that achieves consensus in three
broadcast rounds. Several works [64, 82, 93, 107, 117] simplify the
complexity of CP to boost performance. Protocols suchas [64,82,117]
can offer consensus in two rounds but fall back to CP if conflicts occur.
Others [93, 107] execute writes in two rounds enforcing all messages
to be received by all nodes or relaxing the Read-Modify-Write seman-
tics. These protocols offer linearizable reads by executing quorum
reads to consult (at least) the majority. Protocols like [93] where
writes need to reach all nodes allow for local reads (at the cost of
availability—if a node fails, writes block).

Choice: ABD [107]. We implemented ABD, a multi-writer, multi-
reader protocol with RecipE (R-ABD). R-ABD offers linearizable
(quorum) reads using Lamport timestamps (TS) [102] for each key-
value (KV) pair. R-ABD broadcasts requests to all replicas and waits
for acks from the quorum.

Wirites are executed in two rounds of broadcasts. First, the coor-
dinator asks from all replicas to hand over the key’s TS, securely
stored inside the TEE (KVs’ metadata). Upon receiving a majority
of the timestamps, the coordinator creates a higher TS for that key
by increasing the highest received TS. Finally, it broadcasts the new
KV pair along with its new TS to all replicas which, in turn, insert
the KV pair into their KV store. Upon gathering a majority of acks
it replies to the client.

10
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R-ABD
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Figure 3: Speedup (left Table) and throughput (right Figure) of four protocols with REcIPE compared with PBFT (BFT-smart).
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Figure 5: Throughput of ReciPE (w/ confidentiality)
compared with PBFT (BFT-Smart).

R-ABD (usually) executes reads in one round by collecting all
values (and their TS) from the majority. If the majority agrees on the
latest seen TS, the coordinator replies to the client. Otherwise, the
coordinator chooses the highest TS and invokes the second round
of the write-path (for availability).

B: Leader-based w/ total ordering. The protocols [121, 131, 147]
serialize writes at the leader, offering total order. The writes usually
require two broadcast rounds; the leader proposes writes to (passive)
followers, which they ack the proposal. Once the leader collects
the acks from the majority, it runs the commit round where the
nodes apply the proposed writes in their total order. Since writes
are propagated to the majority where the leader is always part of
it, the leader can always know the latest committed write for all
keys. As such, leaders can always read locally while followers must
forward reads to the leader. Some protocols [131] allow followers
to read locally. This is achieved in two ways: they might forego lin-
earizability and downgrade to sequential consistency [32] (with the
possibility of reading stale values [131]), or ensure that all writes
reach all followers at the cost of availability.

Choice: Raft [121]. As a representative protocol of this family we
implement Raft with RecIpE (R-Raft). We target linearizability; all
reads are forwarded to the leader, which also serializes writes. The
leader proposes writing to replicas and commits the request when
the majority of them acknowledge the proposal.

The leader stores writes in an uncommitted_queue inside the
TEE. We spawn a dedicated (worker) thread to manage this queue
and serialize all writes. The worker thread broadcasts the request
(or a batch of consecutive requests) to all followers. The followers
verify the messages. As an optimization, followers accept future
messages, storing them in a separate queue. The followers commit
requests respecting the leader’s total order and send acks for one or
more consecutive requests. The leader only commits a request and
responds to the client when it receives a response from the majority.

C: Leader-based w/ per-key order. In these protocols all writes

are steered to the leader node, which ensures that writes to the same
key are applied in the same order by all replicas. These protocols can
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(b) Performance evaluation of REcIPE-lib (net).

Figure 6: Performance overheads of transformation and TEEs and performance analysis of RECIPE networking.

offer linearizability (it is a compositional property) similarly to the
leader-based protocols with total order. While writes are propagated
to a majority of nodes, reads are propagated to the leader. As the
protocols do not respect a total ordering, local reads to followers lead
to weak guarantees such as eventual consistency [150]. As before,
we can allow for local reads to all nodes when writes are guaranteed
to propagate to all followers.

Choice: Chain Replication [132]. Asarepresentative protocol, we
build Chain Replication (R-CR) with RecIpE. In R-CR, the nodes are
organized in a chain, through which writes are propagated from the
head of the chain to its tail. Similarly to [67], we consider CR among
the leader-based protocols as the head node is the leader to serialize
all writes. A write traverses the chain until it reaches the tail where
it is considered committed, which guarantees that all writes reach
all nodes. We offer linearizability by reading locally from the tail.

D: Leaderless w/ total ordering. These protocols rely on a prede-
termined static allocation of write-ids to nodes. For example, all
nodes know that the writes 0 to N-1 will be proposed and coordi-
nated by node-0, the next N writes will be proposed by node-1 and so
on. Therefore, in each round each node can calculate the place of each
write in the total order based on its own node-id, without synchroniz-
ing with any other node. Then, the node broadcasts its writes along
with their place in the total order. Typically a commit message is
broadcast after gathering acks from a majority of the nodes. Crucially,
all nodes must apply the writes in the prescribed total order.

Choice: AllConcur [126]. To study this category, we implemented
AllConcur with RectpE (R-AllConcur), a decentralized replication
protocol with total order that relies on an atomic broadcast prim-
itive. Nodes are organized in a digraph (G) [126] where the fault
tolerance of the system is given by G’s connectivity. For example, to
tolerate 1 node failure on a 3-node system, we calculated the vertex-
connectivity to be equal to 2, namely, each node is connected to the
other 2 nodes. For the writes, all nodes track all messages for each
round and commit them in a predefined order without synchroniza-
tion. We can treat reads as writes (for linearizability) or, we allow
for local reads to replicas offering sequential consistency [85].

8.3 Evaluation Analysis

REecrPE vs PBFT. Figure 3 shows the throughput (Ops/s) and the
speedup of the four case studies we implemented with RECIPE com-
pared to BFT-smart [140] (PBFT) for different read/write workloads
(and constant value size/payload, 256 B). Our evaluation shows that
all four protocols with REcIPE outperform the classical BFT 5x to 24X.
We observe that the local linearizable reads offered by R-CR greatly
improve performance. We see less speedup in read-heavy workloads
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for the protocols with local reads (e.g., R-Raft and R-AllConcur). We
found out that in these protocols, the total ordering was the bottle-
neck. In R-Raft, the writer thread that serialized all writes was slower
than the other worker threads (which executed reads or enqueued
writes to the writer thread’s queue). Additionally, for R-AllConcur
we saw that collecting all messages of each round decreased through-
put. The speedup in R-ABD, R-Raft and R-AllConcur is moderate for
write-heavy workloads where writes require two rounds of messages.
R-ABD has lighter read-path; reads require the majority to agree on
a value which is typically resolved in one round. R-CR outperforms
R-ABD as reads are done locally. Lastly, we see that as the workload
becomes more read heavy, the throughput is improved slightly due
to (1) request rate limiter and (2) single-node bottlenecks.

REcIPE vs Damysus. We compare RECIPE against Damysus [56]

with SGX in simulation mode due to SGX driver incompatibility with
our system. Damysus achieves throughput of 320 kOp/s, 230 kOp/s

and 152 kOp/s for payload sizes 0 B, 64 B and 256 B respectively. Our
RecIPE (with 256 B payload) outperforms 1.1X—2.8% and 2.3X—5.9x

Damysus with 0 and 256 B payloads. Since the SGX simulation avoids
syscall and enclave memory overheads [36, 69, 129, 141], it is typi-
cally 2—-4x faster than real SGX hardware. As such, RECIPE is shown
to consistently outperform Damysus’ idealized upper bound.

REecrpE with confidentiality. Figure 5 shows REcIpE throughput
when we also strive for confidentiality; an extra property that is not
offered by classical BFT protocols. We guarantee confidentiality by
encrypting all data that leave the TEE (network messages, values re-
siding in the host memory). Briefly, the cost for this extra property is
a throughput decrement by a factor of 2. Surprisingly, R-ABD shows
minimal degradation compared to R-ABD without confidentiality.
The reason is that R-ABD quickly saturated all memory resources
in our system so the throughput was limited mainly by the requests’
rate limiter. RECIPE, even with stronger properties, i.e., confidential-
ity, achieves higher throughput than PBFT: on average we calculate
7% and 13X speedup for 50% and 95% workloads respectively.

RecrpE with confidentiality boosts throughput up to 4.9x w.r.t.
Damysus that does not offer confidentiality.

Value size. Figure 4 shows the throughput for different value sizes
(under a 90% R workload) for each of the four protocols. The per-
formance drops as the value size is increased due to the enclave’s
limited size. While RecIPE places the values and network buffers
in the untrusted (unlimited) memory, the bigger the allocations are
the more we stress test the (limited) enclave memory. R-Raft and
R-AllConcur show the greatest slowdown (2 to 7x for 4096 B). We
interestingly found out that the batching technique in these proto-
cols with value size of 4096 B deteriorates the performance and, even,
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Mean/s Speedup
Recipe CAS 0.169 18.2x
IAS 2.913

Table 3: The end-to-end latency comparison between the
attestation mechanisms using REciPE CAS and IAS.

crashes the system by consuming all SCONE’s memory. For these
two protocols with value size 4096 B we depict the numbers with
little (< 4) or no batching factor. The other two protocols, R-ABD
and R-CR, also show similar behavior. In these protocols we did not
use batching as an extra optimization.

Transformation and TEEs overheads. Figure 6a shows the over-
heads introduced by RecipE where we compare a native CFT im-
plementations of the protocols (without TEEs). Both use the same
network stack, but native CFT omits authentication, allowing us
to isolate TEEs overheads. Overall, an R-CFT protocol experiences
2x—15% slowdown compared to its native execution. The overheads
mainly derive from the TEEs. To prove that, we also ran these pro-
tocols in simulation mode in SCONE where the trusted memory is
unlimited: we found the throughput to be almost equivalent to the
native runs’ results. Our observation is also explained from the fact
that the higher overheads are for AllConcur and Raft. To optimize
these protocols we found extremely helpful the batching. However,
batching requires allocations/de-allocations of bigger continuous
(virtual) memory buffers which stress test SCONE memory subsystem.

REecIPE-lib network performance. Figure 6b shows the network
throughput (Gbps) of five competitive network stacks: (i) a native
and a TEE-based network stack on top of kernel sockets [18], (ii) a
native and a TEE-based direct I/O for networking (RDMA/DPDK)
and (iii) our TEE-based RecIpE-lib network library. This is to isolate
the performance gains of the RDMA-based stack in RECIPE.

We deduct two core conclusions. First, TEEs (SCONE) can degrade
network throughput 4x—8x for both kernel-net and direct I/O net-
working compared to their unprotected (native) runs. Consequently,
anaive adoption of TEEs for BFT does not necessarily translate to
performance gains. Secondly, Recipe-lib network performs up to
1.66x faster than the kernel-based networking (kernel-net (TEEs)).
As a takeaway the performance speedup (24X w.r.t. PBFT and 5.9%
w.r.t. Damysus) for all our four use-cases with RECIPE are primarily
due to the transformation (REcIPE) rather than the use of direct I/O.

Attestation. Table 3 shows the latencies of Intel’s Attestation Ser-
vice (IAS) [15] and ReciPE CAS. We found that the (mean) average
of our CAS is 0.17 s, i.e., 18X faster than the IAS (2.9 s). Note that
since RECIPE recovers by launching fresh replicas that immediately
join the write path while synchronizing in-memory state from peers,
recovery time is primarily influenced by CAS attestation latency.

9 Related Work

Classical BFT protocols. PBFT [41] and its variations [136] run
a three-phase protocol. Replicas broadcast messages and transit
to the next phases after receiving quorum certificates [40] from at
least 2f +1 distinct replicas leading to O(n?) message complexity.
Zyzzyva [95] offloads to the clients the responsibility to correct repli-
cas’ state in case of a Byzantine primary. However, prior work [28]
found safety concerns in the protocol.

Streamlined protocols [27,39, 42, 43] avoid heavy state transfers at
the view-change by rotating the leader on each command at the cost
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of additional rounds. HotStuff [27] adds two extra phases at the com-
mit. Basil [143] targets operability when Byzantine nodes sabotage
the execution requiring 5f +1 replicas. Others focus on algorithmic
optimizations [47, 72]. In contrast to our RECIPE that operates with
2f+1 nodes, these systems require (at least) 3f+1 nodes.

Hybrid BFT protocols. Hybrid BFT protocols use trusted hard-
ware to enhance performance, often at the cost of generality and
ease of adoption. Examples include MinBFT [149]—unfortunately,
incompatible with our SGX setup [19]— Damysus [56], OneShot [57]
and Hybster [38], which use TEEs to reduce replication factors,
communication rounds, or message complexity. CheapBFT [92]
and FastBFT [106] operate with trusted modules and fewer active
replicas but fall back to classical BFT under Byzantine faults. Oth-
ers [46, 48, 77, 105, 153] incorporate TEEs, trusted counters and
logs. HotStuff-TPM [27] uses TPM [124] with an additional phase.
CCF [51] uses TEEs offering a REST API, requiring two requests per
commit. RECIPE commits in one, improving latency and throughput.
Achilles [118] and Engraft [151] improve rollback resilience using
TEEs to offload rollback prevention from the critical path or stateful
storage. RECIPE addresses this through attestation and cooperative
recovery, where nodes assist each other in state restoration.

Programmable hardware for BFT. Programmable hardware such
as FPGAs, SmartCards, and switches has been used to support BFT
primitives [71,92,105,142]. NeoBFT [142] implements authenticated
ordered multicast in switches but introduces a single point of failure.
In contrast, REcIPE distributes trust across TEEs for better availabil-
ity and compatibility with unmodified CFT protocols. Trinc [105]
and CheapBFT [92] rely on peripherals for attestations but suffer
from high latency ((50us—105ms). In contrast to our RECIPE, these
approaches still require a working understanding of BFT; a task as
challenging as it is error-prone [28].

10 Conclusion

We present RECIPE, a generic approach for transforming CFT proto-
cols to tolerate Byzantine failures without any modifications to the
core of the protocols, e.g., states, message rounds, and complexity. We
realize our approach by implementing RecipE-lib with trusted hard-
ware to guarantee transferable authentication and non-equivocation
for thwarting Byzantine errors. Further, we combine trusted hard-
ware with direct network I/O [16, 110] for performance. We present
an extensive evaluation of RECIPE by applying it to four CFT proto-
cols: Chain Replication, Raft, ABD, and AllConcur. All four protocols
show that RecIPE achieves up to 24X and 5.9 better throughput
compared to state-of-the-art BFT protocol implementations.

Software availability. https://github.com/TUM-DSE/Recipe.git.
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