Building Facade Detection, Segmentation, and Parameter Estimation for Mobile Robot Stereo Vision

Jeffrey A. Delmerico¹, Philip David², Jason J. Corso³

¹ SUNY Buffalo, Department of Computer Science and Engineering, 338 Davis Hall, Buffalo, NY, 14260-2000. {jad12, jcorso}@buffalo.edu
² Army Research Laboratory, 2800 Powder Mill Road, Adelphi, MD 20783-1197. philip.j.david4.civ@mail.mil

Abstract

Building facade detection is an important problem in computer vision, with applications in mobile robotics and semantic scene understanding. In particular, mobile platform localization and guidance in urban environments can be enabled with accurate models of the various building facades in a scene. Toward that end, we present a system for detection, segmentation, and parameter estimation of building facades in stereo imagery. The proposed method incorporates multilevel appearance and disparity features in a binary discriminative model, and generates a set of candidate planes by sampling and clustering points from the image with Random Sample Consensus (RANSAC), using local normal estimates derived from Principal Component Analysis (PCA) to inform the planar models. These two models are incorporated into a two-layer Markov Random Field (MRF): an appearance- and disparity-based discriminative classifier at the mid-level, and a geometric model to segment the building pixels into facades at the high-level. By using object-specific stereo features, our discriminative classifier is able to achieve substantially higher accuracy than standard boosting or modeling with only appearance-based features. Furthermore, the results of our MRF classification indicate a strong improvement in accuracy for the binary building detection problem and the labeled planar surface models provide a good approximation to the ground truth planes.
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1. Introduction

Accurate scene labeling can enable applications that rely on the semantic information in an image to make high level decisions. Our goal of labeling building facades is motivated by the problem of mobile robot localization in GPS-denied areas, which commonly arises in urban environments. Besides GPS, other cues from the environment such as compass headings and Time-Difference-Of-Arrival (TDOA) of radio signals, along with vision-based localization⁴, can enable semantic methods of navigation in these areas. However, these methods suffer from low accuracy and are subject to interference, or in the case of vision-based localization, struggle with occlusion and clutter in the scene. The vision-based localization approach being developed by our group depends on the detection of buildings within the field of view of the cameras on a mobile platform as a means to reduce the effects of clutter on localization, and to enable navigation based on static, semantically meaningful landmarks detected in the scene. Within this problem, accurate detection and labeling of the facades is important for the high level localization and guidance tasks. We restrict our approach to identifying only planar building facades, and we require image input from a stereo source that produces a disparity map. Since most buildings have planar facades, and many mobile robotic platforms are equipped with stereo cameras, neither of these assumptions is particularly restrictive.

In this paper, we propose a method for fully automatic building facade imaging–detection, segmentation, and parameter estimation–for mobile stereo vision platforms. For an input stereo image and disparity map, we desire a pixelwise segmentation of the major building facades in the scene, as well geometric models for each of these planar facades. Our approach proceeds in three main steps: discriminative modeling with both appearance and disparity features, candidate plane detection through PCA and RANSAC, and energy minimization of MRF potentials. A diagram of the workflow for candidate plane detection and high-level labeling is provided in Fig. 1. We make no assumptions on the quality of the input data, and in fact many of our methods were driven by the need to deal with the missing or inaccurate data that is common to single-view stereo imagery. Consequently, we adopt a top-down approach to fitting planes globally in the image, rather than a bottom-up approach that would suffer from missing disparity data on the local scale. This is also directed toward our goal of segmenting the major facades in the scene, and not every planar surface. In our experiments, we use off-the-shelf single-view stereo data produced by a system-on-a-chip camera that computes disparity in real time, and we acknowledge that the maps may suffer from both missing data and range-uncertainty.

Our work leverages stereo information from the beginning.
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Our discriminative model is generated from an extension of the Boosting on Multilevel Aggregates (BMA) method \([2]\) that includes stereo features \([3]\). Boosting on Multilevel Aggregates uses hierarchical aggregate regions coarsened from the image based on pixel affinities, as well as a variety of high-level features that can be computed from them, to learn a model within an AdaBoost \([4]\) two- or multi-class discriminative modeling framework. Since many mobile robot platforms are equipped with stereo cameras, and can thus compute a disparity map for their field of view, our approach of using statistical features of the disparity map is a natural extension of the BMA approach given our intended platform. Since buildings tend to have planar surfaces on their exteriors, we use the stereo features to exploit the property that planes can be represented as linear functions in disparity space and thus have constant spatial gradients \([5]\). We will refer to this extension of BMA to disparity features as BMA+D. We use the discriminative classification probability as a prior when performing inference for the facade labels.

In order to associate each building pixel with a particular facade, we must have a set of candidate planes from which to infer the best fit. We generate these planes by sampling the image and performing Principal Component Analysis (PCA) on each local neighborhood to approximate the local surface normal at the sampled points. We then fit models to those points by iteratively using Random Sample Consensus (RANSAC) \([6]\) to find subsets that fit the same plane and have similar local normal orientations. From these sets of points, we are able to estimate the parameters of the primary planes in the image.

We then incorporate both of these sources of information into a Bayesian inference framework using a two-layer Markov Random Field (MRF). We represent the mid-level MRF as an Ising model, a layer of binary hidden variables representing the answer to the question “Is this pixel part of a building facade?” This layer uses the discriminative classification probability as a prior, and effectively smooths the discriminative classification into coherent regions. The high-level representation is a Potts model, where each hidden variable represents the labeling of the associated pixel with one of the candidate planes, or with no plane if it is not part of a building. For each pixel, we consider its image coordinates and disparity value, and evaluate the fitness of each candidate plane to that pixel, and incorporate it into the energy of labeling that pixel as a part of that plane. A more in-depth discussion of our modeling and labeling methods can be found in Section \(4\).

The primary contributions of this paper are a novel approach to discriminative modeling for building facade detection that leverages stereo data, a top-down plane fitting procedure on the disparity map, and a novel Markov Random Field for fusing the appearance model from the discriminative classification and the geometric model from the plane fitting step to produce a facade segmentation of a single-view stereo image. Our method for facade segmentation using the two-layer MRF and RANSAC
was originally proposed in [7], but this paper includes a full quantitative study on the performance of these methods on a larger dataset, and this is the first inclusion of any of this work in an archival publication.

1.1. Related Work

Other research in the area of modeling with stereo cues includes the work of Konolige et al. [8], which integrates appearance and disparity information for object avoidance, and uses AdaBoost to learn color and geometry models for ideal routes of travel along the ground. They use stereo information for detection of the ground plane and for distinguishing obstacles, but not for classifying and labeling those objects. Li et al. [9] use disparity data in a template-based AdaBoost framework. Their work is applied to human pose estimation, and their features are strictly pixel-based. Perhaps the most similar approach to our discriminative modeling method is from Walk et al. [10], which incorporates object-specific stereo features into a combination of classifiers for pedestrian detection. Although these disparity features are very different from the ones that we use, the use of object-specific properties to drive those features is consistent with our approach. However, their ultimate goal is for detection of pedestrian bounding boxes, and not for pixel labeling of those detected pedestrians. An important distinction between the two problems is also that buildings can occupy a much larger percentage of the pixels in the frame, and come in a much greater range of shapes and sizes than humans.

Luo and Maître [11] proposed using the same algebraic constraint on planar surfaces, but for the purpose of correcting disparity. Their approach relies on the assumption that within urban scenes, all surfaces will be planes, so their geometric properties can be used to enhance poor disparity calculations. Instead, we are using a linear gradient constraint in our disparity features to identify those regions which do, in fact, fit that planar assumption.

Building facade detection and segmentation have been and continue to be well-studied problems. Many recent papers in the literature have focused on segmentation of building facades for use in 3D model reconstruction, especially in the context of architectural modeling or geo-spatial mapping applications such as Google Earth. Korah and Rasmussen use texture to segment building facades, among other facade-related tasks [12]. Frohlich et al. [13] perform facade labeling with a Randomized Decision Forest, but do not attempt to segment individual facades. Wendel et al. [14] use intensity profiles to find repetitive structures in coherent regions of the image in order to segment and separate different facades. Hernández and Macotegui employ horizontal and vertical color gradients, again leveraging repetitive structures, to segment individual facades from blocks of contiguous buildings in an urban environment. Hoeim et al. [15] use a single camera image to infer coarse planar orientations for regions of the image in order to create popped-up 3D views of the scene, but their approach does not consider segmentation or modeling of buildings or their facades. Recky et al. [16] use semantic segmentation of the scene with a discriminative random field, then find repetitive patterns and leverage some contextual constraints (e.g. facade boundaries will be vertical) to compute facade-wise segmentation. However, their impressive results (96.6% F-score) require multi-view. With single-view, their approach produces comparable results to ours (81.7% pixel-wise F-score vs. our 77.7%). Although they are interested in facade segmentation of the images, they do not pursue any disparity or depth information from their multi-view scenario, and thus do not attempt any modeling of the facades that they segment. The multiview approach in [17] automatically creates textured 3D models of urban scenes from sequences of images. They perform semantic segmentation on the images and partition the resulting 3D facades along vertical lines between buildings. They produce a very realistic looking 3D model for each building by leveraging the regularity of buildings in urban areas. However, there are no quantitative results with which to compare our performance.

Despite the additional information that multi-view stereo provides, we pursue a single-view approach due to our problem constraints. For image-based localization from facade estimates, we anticipate the need to capture many single stereo frames in a panorama. Facade orientations within the narrow field of view of a single stereo image likely will not constrain the location or pose of the camera with respect to the buildings in an urban environment. However, by foveating to observe other buildings in a panorama, a set of facade estimates from multiple single-view stereo images can be pieced together to give a more constraining set of facades from a wider field of view. Additionally, many semantic scene segmentation approaches exist using single-view camera imagery. By utilizing depth from stereo, those single-view approaches can be extended to extract geometric information about the labeled facades in the form of planar models.

The homography approach as in [18] could be applied to this problem in order to bypass the disparity map altogether to obtain planar correspondences between images. However, we are pursuing a purely automatic approach that does not use prior knowledge or human intervention, and their real quadratic embedding approach requires the number of planes to be known a priori, and their feature points are hand-selected.

The approach in [19] uses appearance, stereo, and 3D geometric features from a moving camera with structure from motion. They leverage a Manhattan-world assumption in indoor scenes to achieve a three-class segmentation of the scene with ~ 75% labeling accuracy. Although their features and approach are very different from ours, and their problem more constrained, their use of stereo and 3D features in addition to visual features is in line with our proposed method.

Posner et al. [20] classify laser scan points that have been projected into the camera frame into 10 urban classes (e.g. brick, vehicle, grass). They take a bottom-up approach for plane fitting to their point cloud data: the space of the scan is discretized into cubes, and local plane models are fit to the points within them, and these local planes are merged into planar patches based on orientation. The plane orientation relative to the ground becomes a feature, along with numerous color and texture features, for a multiclass SVM classifier. They achieve high accuracy (83 – 91% for different types of walls) in classifying the pixels corresponding to points from their laser scans,
but they do not do produce a full segmentation of the image, or isolate individual facades.

Several other methods utilize vanishing points for planar surface detection. David identifies vanishing points in a monocular image by grouping line segments with RANSAC and then determines plane support points by the intersection of the segments that point toward orthogonal vanishing points, ultimately clustering them to extract the planes of the facade [21]. Bauer et al. [22] implement a system for building facade detection using vanishing point analysis in conjunction with 3D point clouds obtained by corresponding a sweep of images with known orientations. Lee et al. [23] use a line clustering-based approach, which incorporates aerial imagery, vanishing points, and other projective geometry cues to extract building facade textures from ground-level images, again toward 3D architectural models reconstruction.

Our work draws on the contributions of Wang et al. [24], whose facade detection method using PCA and RANSAC with LiDAR data inspired our approach with stereo images. Perhaps the approach most similar in spirit to ours is that of Gallup et al. [25], who also use an iterative method for generating candidate plane models using RANSAC, and also solve the labeling problem using graph cuts [26]. However, their approach relies on multiview stereo data and leverages photocoherence constraints in their MRF model, whereas we perform segmentation with only single stereo images. In addition, on a fundamental level their method involves finding many planes that fit locally, and stitching them together in a bottom-up manner, whereas we aim to extract our planar models from the global data set, without an explicit restriction on locality. We present quantitative results on the accuracy of our planar modeling as well.

Although many of these results are directed toward 3D model reconstruction, some other work has focused toward our intended application of vision-based navigation, namely [21,27,28,29]. Additionally, our work is focused on retrieval of the estimated plane parameters, as implemented in the planar surface model of [5], and not on 3D model reconstruction.

Our approach proceeds in five steps: 1) computing a probability map with a discriminative classifier (Sec. 3), 2) sampling the disparity map (Sec. 4.2.1), 3) computing local normal estimates at the sampled points using PCA (Sec. 4.2.1), 4) iteratively generating a set of candidate planes with RANSAC (Sec. 4.2.3), and 5) using a hierarchical Markov random field to compute facade segmentations (Sec. 4.3). Please see Fig. 1 for a visual representation of this workflow.

2. Boosting on Multilevel Aggregates

Our discriminative modeling approach is based on the Boosting on Multilevel Aggregates (BMA) method proposed in [2]. We use the version of BMA that is extended to include disparity features (BMA+D, see Sec. 3 for producing pixelwise probabilities for the building class. Although the full methodology is not reproduced here, the core components upon which our contributions are based are described below. The central idea of BMA is that the feature types that are traditionally used within a boosting framework (point and patch-based features), are limited in their discriminative power. Since these features do not leverage any context from the underlying image, their statistics are often polluted when the patches capture regions that contain pixels from multiple classes. In order to provide features that avoid this problem, and that also offer a richer set of statistics to measure from the image, BMA uses adaptive coarsening to build a hierarchy of aggregate regions from the image, essentially a hierarchy of linked superpixels. It links each pixel with the aggregates above it in the hierarchy, and computes features on the aggregates as well as the traditional patch and point-based features on the image. These aggregate features are rich in information that is not captured in the image-level features, they are computed at multiple scales, and they adapt to the underlying structure of the image to follow object boundaries. All of the new aggregate features, as well as patch-based Haar features and x and y coordinate point features, are used to train an AdaBoost model for discriminative classification.

2.1. Adaptive Multilevel Coarsening

From a graph defined on the image pixels, we compute a hierarchy of progressively coarser graph layers containing aggregate nodes grouped from the nodes of the finer layer. At each iteration of coarsening, each node in the current layer, representing a pixel or aggregate, is grouped with its connected neighbors into an aggregate based on the affinities of their statistics (e.g. intensity). Each aggregate inherits both connectivity and statistics from its children, the latter being the weighted mean of its children’s properties, and all of its features are computed during coarsening. A reduction factor, $\tau$, limits the number of children per aggregate, and therefore determines the height of the hierarchy. Coarsening is stable: the grouping procedure is based on a deterministic decision boundary for aggregate statistical affinity. In the worst case, the complexity of the coarsening procedure is log-linear ($O(n \log_\tau n$)) in the number of pixels, $n$, but linear ($O(n)$) in the average case. This coarsening procedure and the aggregate features summarized below are described in full detail in [2].

2.2. Aggregate Features

The features below are defined on the aggregates at each level of the hierarchy for an aggregate $u$ using the following notation:
- $L(u)$: set of pixels it represents
- $N(u)$: set of neighbors on same level
- $C(u)$: set of child nodes
- $\min_x(u), \min_y(u)$: minimum spatial location
- $\max_x(u), \max_y(u)$: maximum spatial location
- $x(u), y(u)$: spatial location
- $g(u), a(u), b(u)$: intensity and color (Lab space)

Photometric and Spatial Statistical Features
- **Average Statistics**: weighted mean for $x(u)$ (similarly for $y, g, a,$ and $b$)

$\bar{m}(u) = \sum_{c \in L(u)} m(c)$

(1)
Hierarchical Features

• **Aggregate Moments:** central moment about the aggregate’s mean statistic, computed over its set of pixels, for $x(u)$ (and similarly for $y$, $g$, $a$, and $b$)

$$M^k(u) = \frac{1}{m(u)} \sum_{i \in L(u)} (x(i) - x(u))^k$$ (3)

• **Adaptive Histograms:** for intensity, colors, and Gabor responses are computed over $L(u)$. Histogram bin weights are each considered features. For example, bin $b$ of the intensity histogram $H_b$:

$$H_b(u, b) = \frac{1}{m(u)} \sum_{i \in L(u)} \delta(g(i) - b)$$ (4)

**Shape Features**

• **Elongation:** ratio of height to width of an aggregate’s bounding box

$$\epsilon(u) = \frac{h(u)}{w(u)} = \frac{\max_i(x(u)) - \min_i(x(u))}{\max_i(x(u)) - \min_i(x(u))}$$ (5)

• **Rectangularity:** measures the degree to which an aggregate fills its bounding box

$$r(u) = w(u)h(u) - m(u)$$ (6)

• **PCA:** compute the 2D spatial covariance matrix and its two eigenvalues: $\lambda_1(u)$ and $\lambda_2(u)$. PCA features are $\lambda_1(u)$, $\lambda_2(u)$, the ratio $\frac{\lambda_2(u)}{\lambda_1(u)}$, and the off-diagonal covariance.

**Adaptive Region and Contextual Features**

• **Adaptive Relative Haar-like Features:** patch-based Haar features but with spatial coordinates defined relative to an aggregate’s bounding box.

• **Contextual Features:** measure the similarity of an aggregate to its neighbors at a region level. Consider a distance measure $D(u, v)$ between neighboring aggregates $u$ and $v$ on a statistic (intensity for example). Define a min-context feature (and max and mean features similarly) as:

$$f(u) = \min_{v \in N(u)} D(u, v)$$ (7)

**Hierarchical Features**

• **Mass:** $m(u)$ of an aggregate measures the homogeneity of a region.

• **Number of Neighbors:** $|N(u)|$ captures the local complexity of a region.

3. BMA+D Classifier

We implement the Boosting on Multilevel Aggregates algorithm described above, but with extensions for working with disparity maps and their associated features. This extension was initially proposed in [3] and expanded in [7]. In our facade segmentation algorithm, the BMA+D classifier produces a probability that each pixel in an input image is from the building class. The BMA method builds a hierarchy of aggregate regions on the input image and then uses novel features computed on these aggregate superpixel regions, in addition to pixel and patch based features, to perform discriminative classification within an AdaBoost framework. Our additions to BMA include accommodations for working with invalid data in the disparity map: areas of the scene outside the useful range of the stereo camera, and dropouts where the disparity can not be computed within the camera’s range due to occlusion, lack of texture, or insufficient similarity between the images for a match at that point. Additionally, we introduce several novel disparity-based features into the boosting framework. The AdaBoost algorithm automatically selects the most discriminating features in an adaptive way, and produces the best subset of the full feature set, given the training data.

Although in principle any classifier could be used for this step, so long as it could produce a probability map for binary classification in identifying building pixels, we developed the BMA+Disparity Classifier as a way to incorporate problem-specific knowledge into the boosting framework. Our results in this domain are superior to approaches that do not leverage disparity information in their classification.

3.1. Dense Disparity

Computing the dense disparity map of a scene, given a stereo pair, is a non-trivial problem [30]. Although there have been recent advancements in sensors such as the Microsoft Kinect that produce very dense depth or disparity maps, and therefore enable high-level tasks that depend on the quality of that data (for example, [31]), these sensors are unsuitable for outdoor use. Many commercial stereo cameras are equipped with embedded processing for real-time disparity map computation. Although these products often have good resolution and do a decent job of computing the disparity map, there are limitations inherent in both the hardware and software. Stereo cameras generally have fixed focal length sensors, so the range in which the cameras can focus is limited, resulting in a finite region in which disparity can accurately be computed. Additionally, the on-board processors of stereo cameras can not execute the more accurate, but computationally intensive, disparity map algorithms such as TRW-S [32]. Even off-line computation of the disparity map is imperfect, because occluded regions from one image will not have a match in the other image, and thus will not have a disparity value. Figure 2 illustrates a typical example of a disparity map with invalid regions (shown in black). We discuss our accommodations for these obstacles in sections 3.2 and 3.3.

3.2. Coarsening on Disparity

We perform coarsening on the disparity map in the same manner as the image intensity coarsening procedure proposed
in [2]. Invalid disparities are first mapped to zero, and we then build a hierarchy of disparity aggregates of equal height to the one for the image. We use the same definition of pixel affinity as [2] does for intensity: \(\exp[-|s_u - s_i|]\) for pixels/aggregates \(u\) and \(v\), and their associated statistics \(s\), which in this case is disparity. An example of intensity and disparity hierarchies produced by this procedure is illustrated in Figure 4. Although the coarsening proceeds similarly for both intensity and disparity, and the aggregates for both still tend to adhere to object boundaries, the resulting hierarchies have somewhat different character. The separate disparity hierarchy allows the aggregate features to capture the statistics of regions with similar disparity values, which may not align with regions of similar intensity.

### 3.3. Disparity Features

The BMA framework for intensity and color images adds a variety of aggregate features to the pixel- and patch-based statistics of standard boosting [2], all of which are summarized in Sec. 2. We implement all of these pixel-, patch-, and aggregate-based features for disparity, and in addition include several disparity-specific features intended to help discriminate between building and non-building pixels. By measuring the uniformity of the disparity gradient across an aggregate, we can separate the building and background classes by the property that planar facades will have constant gradient in disparity space. We compute the \(x\) gradient images of the disparity map by filtering with the directional derivative of a 1-D Gaussian distribution in the \(x\)-direction (similarly for \(y\)):

\[
\frac{\partial}{\partial x} G_{\sigma_x}(x) = -\frac{1}{\sqrt{2\pi}\sigma_x^2} x \exp\left(\frac{-x^2}{2\sigma_x^2}\right)
\]

that is discretized into a kernel of fixed width. From these gradient images, we compute the average and range of the gradient in each direction, as well as the vector gradient magnitude and angle. We have also included the Laplacian as a feature, because the Laplacian of a planar surface in a disparity map is zero. For this we convolve the image with the \(3 \times 3\) Laplacian kernel.

### 3.4. Training and Classification

When we wish to classify an image, some regions will not have corresponding disparities; we compensate by basing our classification scheme on two models. We use a model that includes both image and disparity features for classifying pixels which do have valid disparity values, and a second model with only image features for classifying the pixels in invalid disparity regions. We train both models on pixels and their corresponding aggregates from a single set of training images; in both cases, we only use a pixel if it has a consistent class label in all of the associated aggregates above it in the hierarchy. This avoids training on pixels whose aggregate statistics may be polluted at some higher level. For the BMA+D model, we further constrain the set of suitable training pixels by applying the same criteria to the labels up the disparity hierarchy, and by restricting the set to those pixels that have valid disparity values, as in Figure 4. Since we are using the image-only model to classify those pixels that do not have valid disparity, we train the image model on those pixels that have consistent labels in both hierarchies and invalid disparity in the training data. So during classification, given an image input and disparity map, pixels from valid regions of the disparity map are classified using the model incorporating both image and disparity features, and pixels in invalid regions are classified using the model with only image features. As we are performing the coarsening procedure from standard BMA twice (once for the image and once for the disparity map), the complexity of this step is also logarithmic in the number of pixels \(n\), in the worst case, and linear in \(O(n)\) in the average case.

### 4. MRF Model and Facade Parameter Estimation

We have developed a Markov random field model to perform segmentation and facade model labeling. For each pixel in an image, we compute its label for both the binary building/background labeling problem, as well as the best fit plane label among a set of facade models generated from the data. This overall approach was proposed initially in [2] but has been expanded and more thoroughly evaluated here.

#### 4.1. Plane Parameters

We now derive the planar model that we use for modeling facades in disparity space. Throughout this discussion, we assume that we have stereo images in which the extrinsic calibration parameters are unknown but constant. Since we do not aim for full 3D reconstruction, we assume that the intrinsic calibration parameters are known to the camera or disparity source, but they are not required for modeling planes in disparity space given a disparity map. Thus, we can determine the surface normal parameters up to a constant that describes the camera parameters; and since that constant will be the same across all.

---

Figure 2: A typical image with its disparity map. Invalid regions of the disparity map are in black.

Figure 4: Suitable pixels for training the BMA+D model (in white).
the identity

Although uncalibrated plane parameters, for our purposes we can seek to determine the following constant but unknown camera parameters.

This new set of plane parameters relates the image coordinates and their corresponding disparity values by incorporating the constant but unknown camera parameters.

\[
a x + by + cz = d
\]  (9)

and for non-zero depth, \(z\), this can be rewritten as:

\[
\frac{a}{z}x + \frac{b}{z}y + c = \frac{d}{z}
\]  (10)

We can map this expression to image coordinates by the identity

\[
D(a, b, c, d) = \left[ \begin{array}{c} u \\ v \\ 1 \end{array} \right] \cdot \left[ \begin{array}{c} a \\ b \\ c \end{array} \right] = D
\]

\[
D = fB
\]

which reduces to:

\[
\left( \frac{aB}{d} \right) u + \left( \frac{bB}{d} \right) v + \left( \frac{cB}{d} \right) = D(u, v)
\]  (11)

4.2. Candidate Plane Detection

Our MRF computes the optimal label for each building pixel from a set of candidate planar models. We now describe the top-down approach that we use to generate the dominant planar models in an image.

We perform the second phase of our method by iteratively using RANSAC to extract a set of points that both fit a planar model in disparity space and have a local normal estimate that is consistent with the model. The extracted plane models become the set of candidate planes for our high-level MRF labeling. Each pixel in the image will be labeled by the MRF as belonging to one of these candidate planes or else assigned a null label.

4.2.1. Local Normal Estimation

Based on our assumption of planar building facades, we can use Principal Component Analysis to determine a local normal to a point in disparity space as in [33]. Since we are working with regionally dense disparity data, we sample from the available points that have valid disparity. For each sampled point, we first construct the covariance matrix for points in its neighborhood of the disparity map. To do this, we consider all points \(p_i = (u_i, v_i, -D(u_i, v_i))\) with valid disparity in a \(5 \times 5\) window centered on this point. Note that stereo cameras that compute the disparity map with onboard processing in real-time often do not produce dense disparity maps, so the neighborhood may be sparse. Other neighborhood sizes could be used, but we found that a \(5 \times 5\) window provided good estimates while remaining local. We compute the centroid, \(\bar{p} = \frac{1}{N} \sum_{i=1}^{N} p_i\), of the points \(\{p_i\}_{i=1..N}\) in the neighborhood, and calculate the \(3 \times 3\) covariance matrix with:

\[
W = \frac{1}{N} \sum_{i=1}^{N} (p_i - \bar{p}) \otimes (p_i - \bar{p})
\]  (15)

where \(\otimes\) is the outer product. We then compute the eigenvalues of \(W\), and the eigenvectors corresponding to the largest two eigenvalues indicate the directions of the primary axes of a local
planar estimate to that neighborhood of points. The eigenvector corresponding to the smallest eigenvalue thus indicates the direction of the local surface normal, \( \mathbf{n}(u,v) \).

4.2.2. RANSAC Plane Fitting

Once we have normal estimates, we take a greedy approach to fitting planar models to the points in disparity space, producing a set of models for the major planes in the image. We take a sample, \( S \), of image points with valid disparity, and compute the local planar surface normal estimates by the aforementioned method. We then seek to fit a model to some subset of \( S \) of the form:

\[
\alpha v + \beta u + \epsilon(-D(u,v)) + \theta = 0
\]

where \( \hat{\mathbf{n}} = \frac{1}{\epsilon}(\alpha, \beta, \theta) \) is the surface normal from Eq. (14). Since RANSAC finds the largest inlier set, \( P_m \), that it can among \( S \), we will fit the most well-supported plane first [6]. We then remove the inliers, leaving \( S' = S \setminus P_m \), and repeat this process iteratively, finding progressively less well-supported planes, until a fixed percentage of the original \( S \) has been clustered into one of the extracted planes. In our experiments, we used a sample of 2000 points from the image, and concluded the plane extraction once 80% of the points had been clustered, or when RANSAC failed to find a consensus set among the remaining points. We assume Gaussian noise on the inlier set for our RANSAC plane model, and throughout we use a standard deviation of \( \sigma_n = 5 \).

Although we use RANSAC to fit a standard plane model, we use a modified error term in order to incorporate the information in the local normal estimates. Here, since our local normal estimate required the use of a three dimensional coordinate system \((u, v, -D(u,v))\), and produces a normal of that form, we must use a slightly different normal formulation of \( \mathbf{n}_m = (\alpha, \beta, \epsilon) \).

The standard measure of error for a plane model is the distance of a point from the plane: \( E_m = |\alpha v + \beta u + \epsilon(-D(u,v)) + \theta| \), assuming \( \mathbf{n}_m = (\alpha, \beta, \epsilon) \) is a unit vector. We compute another measure of error, \( E_{\text{norm}} \), the dot product of the model plane normal \( \mathbf{n}_m \) and the local normal estimate \( \mathbf{n}(u,v) \), which is the cosine of the dihedral angle between the two planes defined by those normals. If we take its magnitude, this metric varies from 0 to 1, with 1 representing normals that are perfectly aligned, and 0 representing a dihedral angle of 90°. Since the range of \( E \) depends on the properties of the image (resolution, disparity range), we combine these two metrics as follows:

\[
E = (2 - E_{\text{norm}})E_m = (2 - |\mathbf{n}_m, \mathbf{n}(u,v)|)E_m
\]

such that the dihedral angle scales the error term from \( E_m \) to \( 2E_m \), depending on the consistency of the model and local normals.

4.3. MRF Model

We model our labeling problem in an energy minimization framework as a pair of coupled Markov Random Fields. Our mid-level representation seeks to infer the correct configuration of labels for the question “Is this pixel part of a building facade?” Based on this labeling, the high-level representation seeks to associate those pixels that have been positively assigned as building facade pixels to one of the candidate planes identified by the previous RANSAC procedure. Figure 5 shows a graphical representation of this MRF model. Our motivation for this design stems from the fact that these are related but distinct questions, and they are informed by different approaches to modeling buildings. The mid-level MRF represents an appearance-based model, while the high-level MRF represents a generative model for the planar facades.

4.3.1. Mid-level Representation

We want our energy function for the mid-level model to capture the confidence (probability) of our discriminative classification, and we want there to be a penalty whenever a pixel with a high confidence is mislabeled, but a smaller penalty for pixels with lower confidence in their a priori classification. We use an Ising model to represent our mid-level MRF, where our labels \( x_s \), for \( s \in \lambda \) our image lattice, come from the set \([-1, 1]\). We define a new variable \( b_s \) to represent a mapping of the \( X_s \in [-1, 1] \) label to the set \([0, 1]\) by the transformation \( b_s = \frac{X_s + 1}{2} \). For a particular configuration of labels \( l \), we define our mid-level energy function as:

\[
E(l) = \sum_{x \in \lambda} [(1 - b_s)p(s) + b_s(1 - p(s))] - \gamma_m \sum_{x \in \lambda} x_s x_t
\]

where \( p(s) \) is the discriminative classification probability at \( s \) and \( \gamma_m \) is a constant weighting the unary and binary terms. The \( b_s \) quantity in the unary term essentially switches between a penalty of \( p(s) \) if the label at \( s \) is set to \(-1\), and a penalty of \( 1 - p(s) \) if the label at \( s \) is set to \(1\). Thus for \( p(s) = 1 \), labeling \( x_s = -1 \) will incur an energy penalty of \( 1 \), but labeling \( x_s = 1 \) will incur no penalty. Similarly for \( p(s) = 0 \), labeling \( x_s = -1 \) will incur no penalty, but labeling it \( 1 \) will incur a penalty of \( 1 \). A probability of 0.5 will incur an equal penalty with either labeling. Our smoothness term is from the standard Ising model. In our experiments, we used a \( \gamma_m \) value of 10.
4.3.2. High-level Representation

In designing our energy function for the high-level MRF, we want to penalize points which are labeled as being on a plane, but which do not fit the corresponding plane equation well. Our set of facade labels \( y_s \), for \( s \in \lambda \), is \([0, \ldots, m]\), with \( m \) equal to the number of candidate planes identified in the plane detection step. It corresponds to the set of candidate planes indexed from 1 to \( m \), as well as the label 0, which corresponds to "not on a plane". We define a set of equations \( E_p(s) \) for \( p \in [0, \ldots, m] \) such that

\[
E_p(s) = |a'_p u + b'_p v + c'_p - D(s)|
\]

where the surface normal \( n'_p = (a'_p, b'_p, c'_p) \) corresponds to the plane with label \( p \), and \( D(s) \) is the disparity value at \( s \). We normalize this energy function by dividing by the maximum disparity value, in order to scale the maximum energy penalty down to be on the order of 1. For consistency in our notation, we use a indicator variable \( \chi \).

To construct our overall energy function for the high-level MRF, we incorporate the exponential of the set of planar energy functions \( E_p \) with a delta function, so the energy cost is only for the plane corresponding to the label \( y_s \). Since we cannot compute \( E_p \) without a valid disparity value, we use an indicator variable \( \chi_p \) to switch to a constant energy penalty without a valid disparity value, we use an indicator variable \( \chi_p \) to switch to a constant energy penalty of 1 to label any of the non-planar pixels as a plane.

To construct our overall energy function for the high-level MRF, we incorporate the exponential of the set of planar energy functions \( E_p \) with a delta function, so the energy cost is only for the plane corresponding to the label \( y_s \). Since we cannot compute \( E_p \) without a valid disparity value, we use an indicator variable \( \chi_p \) to switch to a constant energy penalty

\[
E(l) = \sum_{x,y} \sum_{p=0}^{m} \delta_{y=x} \cdot \exp (\chi_p E_p(s)) + \gamma_p \sum_{x,y} \delta_{y=x}
\]

4.4. Energy Minimization

To perform the energy minimization, we use the graph cuts expansion algorithm, specifically the implementation presented in [26]. We perform the minimization in two stages. We first minimize the energy of the mid-level MRF to obtain an approximation to the optimal labeling of planar surface pixels. This step uses prior knowledge from the discriminative classification. Next, we use the mid-level labeling as well as the detected candidate planes as a prior for the high-level MRF, and we use graph cuts again to compute an approximation to that optimal labeling.

5. Experimental Results

We have performed quantitative experiments using our method on a new dataset that consists of 141 grayscale images from the left camera of a stereo image, each with a corresponding 16-bit disparity map that was computed onboard the camera in real time. All images have 500 × 312 resolution and human-annotated ground truth for both binary classification and facade segmentation. The data was collected on a university campus with range of architectural styles, as well as a business district, and is intended to capture a broad range of common urban settings. There are a total of 251 facades represented in the dataset, and for each one, we have computed a gold-standard plane model from its ground truth facade segmentation. There are six images that do not contain any facades, and among the remaining images of the dataset, many feature occlusions and other objects (cars, trees, people, etc.) common to urban settings, so there is an adequate representation of negative samples.

Existing datasets that contained facade images were not adequate for validating our approach, primarily because they contain only optical images and not disparity maps. Even the datasets that are intended for facade segmentation (for example eTRIMS [34]) do not contain individually segmented facades. We are not aware of another publicly available, human-annotated, quantitative stereo building facade dataset, and we believe this new set, which is the first of its kind, can become a benchmark for the community.

In all experiments, any parameters of our method’s component algorithms were set consistent with the values previously mentioned in the text.

5.1. Discriminative Modeling

We performed 6-fold cross-validation with our method (BMA+D), appearance-only BMA, and standard AdaBoost with pixel features (x & y location) and patch-based Haar features. See Table 1 for a pixel-wise quantitative comparison of these models. With the BMA+D classifier, we obtain a 2% increase in accuracy over appearance-only BMA model, and a 6% increase over the standard AdaBoost classifier. We computed the \( \chi \) statistic for the image-wise performance of all three classifiers and performed a one-tailed student’s t-test on this statistic for the image-wise performance of all three classifiers. Both BMA and BMA+D exhibited statistically significant performance with \( p \)-values below 0.1% when compared to AdaBoost. The comparison of BMA+D to appearance-only BMA resulted in a \( p \)-value of 8.5%, which, when coupled with the summary statistics in Table 1 indicates at least modest statistical significance to the improvement in classification accuracy. Taken over the entire dataset, these results imply that in this problem domain, disparity features are a beneficial addition to an appearance-only model.

Figure 7 shows ROC curves for these classifiers. Additionally, one image from each validation set was randomly selected for visual comparison of the three methods. Figure 8 shows the probability map of the classifier’s output for each of the methods, along with the two-class labeling with a threshold of

---

2Tyx DeepSea V2 camera with 14 cm baseline and 62° horizontal field of view.
3Our dataset is publicly available at: [http://www.cse.buffalo.edu/~jcorso/r/gbs](http://www.cse.buffalo.edu/~jcorso/r/gbs)
Table 1: Quantitative scores for the AdaBoost, BMA, and BMA+D classifiers on the building and background (BG) classes. Recognition rates are computed pixel-wise over the entire dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>True\Pred</th>
<th>BG</th>
<th>Building</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADB</td>
<td>63.58</td>
<td>36.42</td>
<td></td>
</tr>
<tr>
<td>BMA</td>
<td>72.73</td>
<td>27.27</td>
<td></td>
</tr>
<tr>
<td>BMA+D</td>
<td>75.33</td>
<td>24.67</td>
<td></td>
</tr>
<tr>
<td>ADB</td>
<td>24.67</td>
<td>75.33</td>
<td></td>
</tr>
<tr>
<td>BMA</td>
<td>23.97</td>
<td>76.03</td>
<td></td>
</tr>
<tr>
<td>BMA+D</td>
<td>23.51</td>
<td>76.49</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Recognition rate for the building class on the eTrims 8-class dataset [34]. Note: BMA performs 2-class labeling, all other methods perform 8-class segmentation.

<table>
<thead>
<tr>
<th>Method</th>
<th>Rec. Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICFHGS- [35]</td>
<td>71.9</td>
</tr>
<tr>
<td>BMA</td>
<td>70.3</td>
</tr>
<tr>
<td>ICF [35]</td>
<td>62.0</td>
</tr>
<tr>
<td>RDF-meanshift [36]</td>
<td>60</td>
</tr>
<tr>
<td>RDF-watershed [36]</td>
<td>59</td>
</tr>
<tr>
<td>ICFwoC [35]</td>
<td>41.1</td>
</tr>
</tbody>
</table>

0.5. Of these six examples, the appearance-only BMA model achieved the best accuracy (2% more than BMA+D) for one image, and the AdaBoost classifier achieved the best accuracy (4% more than BMA+D) for another. However, for the other examples, the BMA+D model outperforms the other classifiers by as much as 8%, and the confidence shown in the probability map is often higher for both classes. Since the probability map acts as a prior for the mid-level MRF labeling, higher confidence from discriminative modeling can translate to higher accuracy in the MRF binary classification.

Although the state-of-the-art in facade segmentation comes as part of multi-class approaches, we compare the two-class BMA approach to the methods in [36, 35] in Table 2 in order to place our results in the context of the existing literature. Since our BMA+D and MRF methods require disparity maps in addition to camera imagery, we are limited to comparison with the appearance-based BMA version. These semantic segmentation methods use the eTrims dataset [34] and label buildings as well as 7 other classes. We performed two-class labeling, an admittedly easier task, on the same dataset, using 40 images for training and 20 for testing as in [35]. But since our goal of facade modeling does not require full semantic segmentation of the scene, we do not extend our approach to the multi-class case. The performance without the inclusion of disparity features or subsequent MRF segmentation is consistent with the labeling accuracy of the building class from the state-of-the-art multi-class labeling approaches.

5.2. Facade Detection

The mid-level MRF results exhibit further improvement in accuracy over BMA+D alone. Table 3 shows a pixel-wise quantitative comparison of these two methods. With the Bayesian inference of the MRF, we achieve a classification accuracy of almost 80% for each class, and an improvement in overall accuracy of 9% over AdaBoost, 5% over BMA, and 3% over BMA+D.

5.3. Facade Segmentation and Parameter Estimation

We computed the facade segmentations and the plane parameters for each of the labeled planes in all of the images from the dataset; some examples are shown in Figure 9. For each of the manually labeled planes in the dataset, we computed ground truth parameters by sampling the labeled region and using RANSAC to determine the plane parameters. Out of 251 total facades in the set, 40 of them were misclassified as background by the mid-level labeling. The other 211 facades were...
labeled with at least one candidate plane in the high-level labeling for a detection rate of 84%.

As noted above, some of the ground truth facades are not detected by the mid-level MRF, but multiple segmented planes per ground truth facade are also common. In order to assess the accuracy of our plane parameter estimation, we compute a weighted error measure as the mean pixel-wise angular error between the labeled plane and the ground truth facade, averaged over all pixel in the dataset where the ground truth and high-level labeling are both non-null. Our angular error metric is the dihedral angle between the estimated plane and the ground truth plane (with normal vectors $n_e$ and $n_g$, respectively):

$$\phi = \arccos(n_e \cdot n_g)$$

The average angular error for any such pixel over the entire dataset is $24.07^\circ$. A histogram showing the relative number of pixels labeled with a plane model having angular error in each bin (see Fig. 8) indicates that the peak of the distribution of errors is the range of $0 - 10^\circ$. Similarly, the examples shown in Figure 8 indicate that some facades are modeled very accurately, while others have high angular error. This discrepancy motivates our further analysis, which we discuss in the next section.

5.4. Analysis

Our method often segments a detected facade into multiple plane labels, which makes 1-to-1 comparison difficult. In order to overcome this challenge, and to examine the error distribution of Fig. 8 further, we consider two methods for comparing

Figure 7: Some examples of discriminative model output. One image was selected at random from each of the 6 validation sets. F-scores are annotated on each classified image.

Figure 8: Pixel-wise angular error histogram representing the relative number of pixels that are labeled with a plane model having corresponding angular error across the full dataset.
the segmentations to the ground truth. First, for each ground truth facade, we compare to it the plane whose label occupies the largest portion of that facade's area in our segmentation. We have noticed that there is often one (or more) accurate plane estimate on each ground truth facade, but it may only cover a minority of the ground truth facade. For example, in the second example of Figure 9, the facade on the left in the ground truth is best modeled by the plane corresponding to the white label in the estimate, but the majority of that facade is labeled with less accurate planes. In order to measure the accuracy of our method in estimating at least some portion of each ground truth facade, our second method of comparison chooses the most accurate plane estimate out of the set of labels that cover each facade's region. In both cases, we compute the average angular error between the chosen segmented plane (largest or best) and the ground truth facade, weighted by the size of the segment, as well as the average percentage of the ground truth facade covered by the chosen label. These results are collected in Table 4. Additionally, for both methods a histogram showing the distribution of chosen labels binned by both angular error and size as a percentage of the frame area can be seen in Fig. 10.

These histograms indicate that most of the high-error segmentations occur with small areas: for both of the methods, the vast majority of facades larger than 10% of the frame have less than 10 degree error. This implies that the errors are generally small (< 10%) for the major facades in the image, and it may be possible to restrict or post-process the labeling to eliminate the minor and erroneous plane labels, although that is beyond the scope of this paper.

The quality of the disparity map is likely to be at least somewhat responsible for this phenomenon, as the usable range of most stereo cameras is limited. For example, the camera used to capture our dataset can only resolve features up to 45 cm at a distance of 15 m. Thus, even moderately distant facades are likely to be significantly more prone to large errors in their estimates; they will be both small in the frame and less likely to find an accurate consensus set in RANSAC due to the uncertainty in their disparity values. Similarly, for a facade with many invalid disparity values, it may not be sampled adequately, and the points it does have may erroneously be included as part of an inlier set that does not actually lie on the facade. Perhaps on account of this phenomenon, we have observed that many of the high-error segmentations are rotated primarily about a horizontal axis, but are much more accurate in their rotation about a vertical axis. Under the assumption that facades tend to be

<table>
<thead>
<tr>
<th>Method</th>
<th>Avg. Err.</th>
<th>Avg. Size (% of GT area)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Largest</td>
<td>21.973</td>
<td>66.57</td>
</tr>
<tr>
<td>Best</td>
<td>13.765</td>
<td>53.00</td>
</tr>
</tbody>
</table>
vertical planes, it would be possible to impose a verticality constraint into the RANSAC plane model to restrict the candidate plane set to only vertical plane models.

Without the context of the ground truth facade segmentation, it would not be possible to choose the largest or best label as we do in this analysis, but it is encouraging that on average we are able to achieve < 15% error over a majority of each facade. This result will motivate some of our future work in developing ways to better disambiguate the labels in order to decrease those average errors and increase the area of the most accurate labels.

6. Conclusions

We have presented a system for automatic facade detection, segmentation, and parameter estimation in the domain of stereo-equipped mobile platforms. We have introduced a discriminative model that leverages both appearance and disparity features for improved classification accuracy. From the disparity map, we generate a set of candidate planes using RANSAC with a planar model that also incorporates local PCA estimates of plane normals. We combine these in a two-layer Markov Random Field model that allows for inference on the binary (building/background) labeling at the mid-level, and for segmentation of the identified building pixels into individual planar surfaces corresponding to the candidate plane models determined by RANSAC.

Our BMA+D discriminative model provides superior performance to other classifiers using only appearance features, and our mid-level MRF labeling has proven to further improve the accuracy of the classification to approximately 80%. We were able to identify 84% of the building facades in our dataset, with an average angular error of 24° from the ground truth. However, the distribution of errors peaks in frequency below 10°, indicating that a large percentage of the labels provide very accurate estimates for the ground truth, although some of the labels produced by our method have very high error. Further analysis shows that these high-error labelings most often occur on small segmented regions. Thus our method produces accurate plane estimates for at least the major facades in the image.

A further approach that may enhance these results is strict enforcement of a verticality constraint on the candidate plane models. Extraction of the ground plane would enable us to leverage the assumption that building facades, in general, are perpendicular to the ground plane. Using only locally vertical candidate plane models is an avenue of future work in this area. Another avenue for future investigation is the integration of the distance-based uncertainty of each point in disparity space into the RANSAC models in order to encourage plane fitting to the more accurate points close to the camera. We also intend to pursue other methods for either improving the quality of the input data (e.g. multiview stereo) or improving the methods of compensating for difficult disparity maps.
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