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Abstract

In this extended abstract we describe our recent work on
assessing relative skill from video applicable to a variety of
tasks [2]. In this work we formulate the problem as pairwise
(who’s better?) and overall (who’s best?) ranking of video
collections, using supervised deep ranking. We propose a
novel loss function that learns discriminative features when
a pair of videos exhibit variance in skill, and learns shared
features when a pair of videos exhibit comparable skill lev-
els. Results demonstrate our method is applicable across
tasks, with the pairwise precision ranging from 70% to 83%
for four datasets. We see this work as effort toward the auto-
mated organization of how-to video collections and overall,
generic skill determination in video.

1. Introduction

How-to videos on sites such as YouTube and Vimeo,
have enabled millions to learn new skills by observing oth-
ers more skilled at the task. From drawing to cooking and
repairing household items, learning from videos is nowa-
days a commonplace activity. However, these loosely or-
ganized collections normally contain a mixture of contrib-
utors with different levels of expertise. The querying per-
son needs to decide who is better and who to learn from.
Furthermore, the number of how-to videos is only likely to
increase, fueled by more cameras recording our daily lives.
An intelligent agent that is able to assess the skill of the sub-
ject, or rank the videos based on the skill displayed, would
enable us to delve into the wealth of this on-line resource.

In our recent work [2], we present the first general
method to determine skill for a variety of tasks ranging from
surgery to drawing and rolling pizza dough from their video
recordings, alongside pairwise skill annotations for three
datasets, two of which are newly recorded.

2. Tasks and Datasets

For evaluation we conduct experiments on tasks from
four datasets - two published and two newly recorded
(Fig. 1). The first is a surgical dataset from the JIGSAWS

Best Worst

D
ra
w
in
g

S
u
rg

e
ry

D
o
u
g
h
-R
o
ll
in
g

C
h
o
p
s
ti
c
k
-U

s
in
g

1 2 3 4

Figure 1. Spatial activations for sample frames at varying ranks.

dataset [3]. Three other datasets containing daily living
tasks are also used, to demonstrate the generality of the ap-
proach. The first is from CMU-MMAC [1] and consists of
the dough rolling task from the pizza making activity. We
then introduce new datasets for the tasks of Drawing and
Chopstick-Using which can be seen in Figure 1. These an-
notated datasets will combined to form the new EPIC-Skills
2018 dataset which can be found on the authors’ web-pages.

3. Learning to Determine Skill

Our method, described in detail in [2], aims to rank the
relative skill displayed in individual videos. The method
can be seen in Figure 2. We consider all pairs of videos,
where the first is showing a higher level of skill Ψ, or their
skill is comparable Φ, and divide these into N splits to
make use of the entire video sequence (Fig. 2a). We use
Temporal Segment Networks (TSN) [5] to model the long
range temporal structure of the videos, this divides paired
splits into 3 equally sized paired segments (Fig. 2b). TSN
then selects a snippet randomly from each segment. For
the spatial network this is a single frame, for the tempo-
ral network this is a stack of 5 dense horizontal and verti-
cal flow frames (Fig 2c). Each snippet is then fed into a
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Figure 2. Training for skill determination

Method Surgery
Dough-

Drawing
Chopstick-

Rolling Using

RankSVM [4] 65.2 72.0 71.5 76.6
Yao et al. [6] 66.1 78.1 72.0 70.3
Ours 70.2 79.4 83.2 71.5

Table 1. Results of 4-fold cross validation on all datasets, for the
baselines and our proposed method.

Siamese architecture of shared weights, for both spatial and
temporal streams, of which only the spatial is shown here
(Fig 2d). The score from each split is either fed to the pro-
posed loss functions: ranking/similarity which compute the
margin ranking loss based on the pair’s label (Fig 2e).

4. Results
To evaluate our method we perform four-fold cross val-

idation on each of the four datasets with a pairwise preci-
sion evaluation metric. We use two existing ranking meth-
ods developed for other applications as baselines as there
are no previous general skill determination works. Our first
baseline uses RankSVM [4], with pretrained CNN features.
The second baseline is Yao et al. [6] who originally per-
formed deep ranking on video to determine highlight seg-
ments. They use pre-extracted features in a fully connected
network to rank segments with a ‘highlight score’.

Comparative results are available in Table 1. Our method
outperforms both baselines on three of the four tasks.
RankSVM performs best on Chopstick-Using. The im-
provement with our method is most significant in the Draw-
ing task with an improvement of 11.2%.

In Fig. 1 we visualize the frame level spatial activations
on example rankings from each dataset using [7]. From
Fig.1 we can see that the trained model is picking details
that correspond to what a human would attend to. For ex-
ample, in Dough-Rolling high activations occur on holes in
the dough (1, 3), curved or rolled edges (4) and when using

a spoon (2). Alternatively, in Surgery, high activations oc-
cur when strain is put on the material (1, 2), with abnormal
needle passes (3) and when there is loose stitching (4).

5. Conclusion

Our paper [2] presents a method to rank videos based on
the skill that subjects demonstrate. Particularly, we propose
a pairwise deep ranking model which utilizes both spatial
and temporal streams in combination with a novel loss to
determine and rank skill. We test this method on four sepa-
rate datasets, two newly created, and show that our method
outperforms the baseline on three out of four datasets, with
all tasks achieving over 70% accuracy. Qualitative figures
demonstrate the approach’s ability to learn task nuances,
while using a task-independent, method.

We see our work as a promising step toward the auto-
mated and objective organization of how-to video collec-
tions and as a framework to motivate more work in skill
determination from video.
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