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This paper presents a new method for unsupervised seg-
mentation of complex activities from video into multiple
steps, or sub-activities, without any textual input [7]. A
complex activity is a procedural task with multiple steps or
sub-activities that follow some loose ordering. Complex ac-
tivities can be found in instructional videos; YouTube hosts
hundreds of thousands of such videos on activities as com-
mon as ‘making coffee’ to the more obscure ‘weaving ba-
nana fibre cloths’. We propose an iterative discriminative-
generative approach which alternates between discrimina-
tively learning the appearance of sub-activities from the
videos’ visual features to sub-activity labels and genera-
tively modelling the temporal structure of sub-activities us-
ing a Generalized Mallows Model [2]. In addition, we in-
troduce a model for background to account for frames un-
related to the actual activities. Our approach is validated on
the challenging Breakfast Actions [4] and Inria Instructional
Videos [1] datasets and outperforms both unsupervised and
weakly-supervised state of the art.

The iterative model we propose alternates between learn-
ing a discriminative representation of a video’s visual fea-
tures to sub-activities and a generative model of the sub-
activities’ temporal structure. By combining the sub-
activity representations with the temporal model, we ar-
rive at a segmentation of the video sequence, which is then
used to update the visual representations. We represent sub-
activities by learning linear mappings from visual features
to a low dimensional embedding space with a ranking loss.
The mappings are optimized such that visual features from
the same sub-activity are pushed together, while different
sub-activities are pulled apart.

Temporally, we treat a complex activity as a sequence
of permutable sub-activities and model the distribution
over permutations with a Generalized Mallows Model
(GMM) [2]. In our method, the GMM assumes that a
canonical sequence ordering is shared among videos of the
same complex activity. There are several advantages of us-
ing the GMM for modelling temporal structure. First and
foremost, the canonical ordering enforces a global ordering
constraint over the activity – something not possible with
Markovian models [4, 5, 8] and recurrent neural networks

(RNNs) [11]. Secondly, considering temporal structure as
a permutation offers flexibility and richness in modelling.
We can allow for missing steps and deviations, all of which
are characteristic of complex activities, but cannot be ac-
counted for with works which enforce a strict ordering [1].
Finally, the GMM is compact – parameters grow linearly
with the number of sub-activities, versus quadratic growth
in pairwise relationships, e.g. in HMMs.

Within a video, it is unlikely that every frame corre-
sponds to a specified sub-activity; they may be interspersed
with unrelated segments of actors talking or highlighting
previous or subsequent sub-activities. Depending on how
the video is made, such segments can occur arbitrarily. In
this paper we extend our segmentation method to explicitly
learn about and represent such “background frames” so that
we can exclude them from the temporal model.

Proposed Work: We are the first to explore a fully un-
supervised method for temporal understanding of complex
activities in video without requiring any text. We design a
discriminative appearance learning model to enable the use
of GMMs on state-of-the-art visual features [6, 9, 10].

Assume we are given a collection of M videos, all of
the same complex activity, and that each video is composed
of an ordered sequence of multiple sub-activities. A single
video iwith Ji frames can be represented by a design matrix
of features Fi ∈ RJi×D, where D is the feature dimension.

We first describe how we discriminatively learn the fea-
tures F. Within a video collection of a complex activity
there may be huge variations in visual appearance, even
with state-of-the-art visual feature descriptors. Suppose for
frame j of video i we have video features Xij . These fea-
tures, if clustered naively, are most likely to group together
according to video rather than sub-activity. To cluster the
features more discriminantly, we learn a linear mapping of
these features into a latent embedding space. We also define
in the latent space K anchor points, with locations deter-
mined by a second mapping. Our objective in learning the
embeddings is to cluster the video features discriminatively.
We achieve this by encouraging the Xij belonging to the
same sub-activity to cluster closely around a single anchor
point while being far away from the other anchor points. If
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we assign each anchor point to a given sub-activity, then we
can learn the embedding parameters by minimizing a pair-
wise ranking loss. The loss encourages the distance of Xij

in the latent space to be closer to the anchor point k∗ asso-
ciated with the true sub-activity than any other anchor point
by a margin.

After discriminatively learning the features F we de-
scribe our standard temporal model. Given a collection of
M videos of the same complex activity, we would like to in-
fer the sub-activity assignments z = {zi}, i ∈ {1, . . . ,M}.
For video i, zi = {zij}, j ∈ {1, . . . , Ji}, zij ∈ {1, . . . ,K}
can be assigned to one of K possible sub-activities. We
introduce ai, a bag of sub-activity labels for video i, i.e.
the collection of elements in zi but without consideration
for the temporal frame ordering. The ordering is then de-
scribed by πi. ai is expressed as a vector of counts of the
K possible sub-activities, while πi is expressed as an or-
dered list. We model a as a multinomial, with parameter θ
and a Dirichlet prior with hyperparameter θ0. For the or-
dering π, we use a GMM with the exponential prior and
hyperparameters ρ0 and ν0. Our interest is to infer the pos-
terior P (z,ρ|F, θ0, ρ0, ν0) for the entire video corpus. Di-
rectly working with this posterior is intractable, so we make
MCMC sampling-based approximations. Specifically, we
use slice sampling for ρ and collapsed Gibbs sampling [3]
for z. Since z is fully specified by a and π, it is equivalent
to sample a and π.

To consider background, we extend the label assign-
ment vector z with a binary indicator variable bij ∈ {0, 1}
for each frame. The indicator bij follows a Bernoulli
variable parameterized by λ, with a beta prior, i.e. λ ∼
Beta(α, β). In this setting, zi is determined by the bag
of sub-activities ai, the ordering πi, and background vec-
tor bi = {bij}, where bi indicates the frames to be ex-
cluded from sub-activity consideration. For example, for
video i, given ai = [6 3 5], πi = [2 3 1] and bi =
[11100111001100011110011], the sub-activity assignment
is zi=[22200333003300011110011].

Experiments: We demonstrate that our method achieves
competitive results comparable to or better than the state
of the art on two challenging complex activity datasets,
Breakfast Actions [4] and Inria Instructional Videos [1].
The Breakfast Actions has 1,712 videos and no background
frames. We find that our fully unsupervised approach has
performance that is state of the art. Inria Instructional
Videos contains 150 narrated videos of 5 complex activities
collected from YouTube. The videos are labelled, includ-
ing the background. Our performance across the five activ-
ities is consistent and varies much less than [1]. In general,
we attribute our stronger performance to the fact that the
GMM can model flexible sub-activity orderings, while [1]
enforces a strict ordering.

Conclusion: In this paper we present an unsupervised
method for partitioning complex activity videos into coher-
ent segments of sub-activities. We learn a function assign-
ing sub-activity scores to a video frame’s visual features, we
model the distribution over sub-activity permutations by a
Generalized Mallows Model (GMM). Furthermore, we ac-
count for background frames not contributing to the actual
activity.

We successfully test our method on two datasets of this
challenging problem and are either comparable to or out-
perform the state of the art, even though our method is com-
pletely unsupervised, in contrast to the existing work. Our
method is able to produce coherent segments, at the same
time being flexible enough to allow missing steps and vari-
ations in ordering. Performance drops slightly for complex
activities including repetitive sub-activities, as the GMM
does not allow for such repeating structures.
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