ABSTRACT

From wearable displays to smart watches to in-vehicle information systems, mobile computers are increasingly integrated with our day-to-day activities. Interactions are commonly driven by applications that run in the background and notify users when their attention is needed. In this paper, we argue that existing mobile operating systems should manage user attention as a resource. In contrast to permission-based models that either allow applications to interrupt the user continuously or deny all access, the OS should instead predict the importance and complexity of new interactions and compare the demand for attention to the attention available after accounting for the user’s current activities. This will allow the OS to initiate appropriate interactions at the right time using the right modality. We describe one design for such a system, and we outline key challenges that must be met to realize this vision.

1. INTRODUCTION

Mobile computing systems are increasingly integrated with our day-to-day activities. This trend will only grow with the rise of wearable computing platforms such as Google glass and smart watches, as well as with the deployment of pervasive platforms such as in-vehicle information systems.

Many mobile applications help users while they perform primary tasks such as walking, driving, and interacting with other people and their environment. A user engaged in such tasks may have very limited attention to spare for the mobile application. Consequently, such applications often run in the background and try to interact with the user only when such interaction will be meaningful. This is a fundamentally different model of interaction than that used by traditional desktop systems. Instead of the user initiating the interaction at a convenient moment, e.g., by opening the application, the application now initiates the interaction, e.g., via a smartphone notification or by an audio tone from an in-vehicle system.

Consequently, mobile systems can no longer defer to the user the decision of whether to initiate a new interaction; for instance, they must decide whether or not to disturb the user by delivering an audio, visual, or haptic notification. This decision requires that they balance the anticipated importance of the interaction with the distraction caused by interrupting the user’s primary activity.

We argue that the operating system should ultimately be responsible for making this decision. User attention is a limited and precious resource, and the operating system should manage how applications are allowed to consume that resource. Thinking of attention as an OS-managed resource is a valuable framework; for instance, we can draw analogies to multiprocessor scheduling and consequently leverage techniques from that domain to help manage this new resource.

Currently, most mobile operating systems use a simple, permission-based approach for managing attention. For instance, when an application is installed, the user may allow or deny permission to deliver audio or haptic notifications on a smartphone. This approach is too coarse-grained. A user may consider some notifications to be more important than others. Availability of attention varies; e.g., the user may be able to briefly interact with an in-vehicle computer when stopped at a red light, but not when driving on a crowded highway. Permission-based systems do not adjust for these factors; an “allowed” setting causes the mobile device to beep, vibrate, or otherwise disturb its user with notifications when she is not available, and a “denied” setting causes her to miss important notifications even if she has ample attention to spare.

The OS is uniquely suited to manage user attention. Determining the right time to interrupt the user requires understanding the user’s current activities, which in turn requires access to raw sensor data and sensitive information such as calendars. If the computer were to delegate attention management to applications, then every application would require access to a wealth of private information; in contrast, the OS is already trusted with the privacy of this data. Additionally, since the OS is traditionally responsible for allocating limited resources to competing applications, it is the logical point at which to consider the competing demands for attention from multiple applications so as to avoid overloading the user and so as to prioritize notifications that have the highest global importance to the user. Finally, a single implementation in the OS reduces development effort compared to implementing notification management in every application.
Applications should be responsible for notifying the OS when they wish to interact with the user; they should express the possible modes of interaction and assign an application-local importance to the request. The OS should convert the application-local importance to a global scale and quantify the expected importance that the user will need to devote to the interaction. The supply and demand for attention can be decomposed into distinct elements such as audio, video, haptic, and cognitive attention—this decomposition allows for the possibility, for example, of listening to streaming music while driving a vehicle. The OS will also infer the importance and attention demanded by the user’s current activities; this includes both activities external to the computer system (e.g., walking or talking) as well as internal activities (e.g., the user’s interactions with other applications). If the user has attention to spare, or if the importance of the notification is judged to be high enough to interrupt the user’s current activity (and thus free up sufficient attention), the OS initiates the interaction. Otherwise, the interaction is deferred for a more opportune moment. If the application presents multiple modalities of possible interaction, then the OS chooses the best one based upon its assessment of available audio, visual, haptic, and cognitive attention.

In the next section, we describe in more detail our vision for system management of attention. In particular, we draw inspiration from the scheduling of jobs on a heterogeneous multicore system and model the supply and demand of attention within a similar framework. This allows us to leverage an existing body of work on multicore scheduling. Then, Section 2 presents some ideas about how the OS can estimate the supply and demand of user attention, as well as the importance of current tasks and notifications. We then discuss related work and conclude.

2. OVERVIEW

Management of user attention as a resource should be the responsibility of the operating system, but the operating system needs input from both applications and the user in order to do a good job. An application possesses a great deal of domain-specific knowledge that can be used to determine the relative importance and attention required by the interactions that the application initiates. The user can provide valuable feedback about what interactions were and were not worthwhile so that the operating system can learn models that adapt the systems interruption behavior to that user’s preferences. In this section, we outline interfaces that separate these concerns among the operating system, the user, and applications.

As with most current mobile systems, we envision that an application running in the background must go through the OS to initiate a user interaction (e.g., as today’s mobile phone apps must go through system software to deliver a push notification). Rather than simply apply a blanket policy to allow or deny such interactions, we propose a more nuanced approach. The application provides a numeric measure of how important it believes the interaction will be to the user. This measure is application-specific; it ranks the importance only relative to other interactions initiated by that application. The application also provides a list of the possible modalities of interaction (e.g., an e-mail application might be able to read a new e-mail aloud or display the content on a touchscreen). For each modality, the application may optionally specify a quantitative prediction of the user attention that will be consumed during the resulting interaction.

This interface requires that the system have some model for quantifying attention. While any such model will necessarily be a gross simplification, there are some properties we wish to expose. First, attention may take many forms. For instance, a driver may have the attention to listen to directions from a GPS application but not to look at the screen. This suggests that attention could be expressed as a vector over those various forms (e.g., audio, visual, haptic, cognitive, and other forms of attention). Second, paying attention can be thought of as imposing a load over a given time period on each of those forms.

This leads to a very useful analogy: attention management can be modeled as a scheduling problem in which each form of attention is a separate core on a heterogeneous multiprocessor. A user interaction can be modeled as imposing load on some or all of these cores. Interactions require gang scheduling [4] since performing the task requires simultaneous consumption of audio, cognitive, etc. attention. Further, attention consumed by external tasks can be modeled as additional jobs that impose a measurable but time-varying load. Interactions have an importance, equivalent to task priority in scheduling, and pausing and resuming interactions has a non-negligible cost for context-switching. Note that the advantage of such a model is not that it is the most accurate possible model of user interaction, but rather that it is an approximation that maps the problem into a domain (multiprocessor scheduling) in which there is a large body of existing research results. This allows the OS to leverage sophisticated algorithms and apply them to a new resource.

Returning to the API, an application specifies the attention it predicts an interaction will take as a load imposed on the attention vector over a time period. As described in Section 3.2, we envision that such estimates can be calculated as a function of low level I/O interactions such as text displayed, number of buttons pressed, and so on. We also describe methods by which the operating system can provide estimates for the application by observing its past interactions and learning models that predict future attention consumed.

As described in Section 3.4, the operating system monitors the user’s current activities and interactions with other applications to continually estimate the load on attention. If the new interaction would not overload any of the forms of attention, then it is allowed. If not, the operating system converts the application-local importance into a global priority as described in Section 3.1. It then considers if the priority of the interaction is greater than that of any current activity by a margin sufficient to overcome the context switch cost of interrupting the current activity. It checks if the additional attention freed by interrupting that activity is sufficient to schedule the requested interaction. If so, it allows the application to initiate the interaction (e.g., by displaying a notification, generating an audio tone, etc.). If not, the operating system defers the interaction until a more opportune time (of course, the application may cancel the interaction request before that time arises). While we have described an algorithm for only a single possible mode of interaction and a single competing activity, sophisticated scheduling algorithms can be used to schedule multiple activities and/or choose between different modalities of interaction.
Next, the user chooses whether or not to respond to the application. Note that although some attention has already been consumed, a user may always choose to ignore or delay interacting with the application — this indicates the operating system made a poor decision. Learning from such experiences is a key part of our design. Some feedback can be gathered automatically. For example, if the user does not respond to the notification (e.g., by turning on the phone screen to see the notification), then the user was likely too busy to notice or deal with any interaction. Thus, the operating system’s estimate of current activity importance or load was likely too low.

Often, explicit user feedback could be quite useful. The challenge is too allow for such feedback in a non-intrusive manner. One possibility is to provide a few simple options (“not now”, “not important”, “great, I wanted to know that”, etc.) that are easily accessible via voice recognition, swipe gestures, etc. and improve system models from such examples. We discuss this possibility in Section 5.1.

Thus, we envision the operating system having ultimate responsibility for deciding when and how new interactions take place. However, the operating system takes input from both applications and users to make such decisions. In the next section, we describe some of the more challenging subproblems in building such a system.

3. CHALLENGES

In this section, we outline three challenges that must be overcome to realize our vision, and discuss possible solutions to each.

3.1 Predicting interaction importance

Ideally, a mobile system should only interrupt the user for activities that are more important than whatever tasks the user is currently performing. Further, the difference in importance should be sufficient to make up for the context-switch overhead of pausing and resuming the current activity. For instance, a mobile device should not bother a user who is in a meeting for an advertising e-mail from a retailer, but it should likely ping the user for an urgent e-mail from his boss.

The application is in the best position to assess the importance of interactions that it initiates relative to all other interactions it initiates. For instance, current e-mail applications assess with high accuracy spam, advertising, and priority e-mails, and social applications such as Facebook can identify high-interest updates. In contrast, the OS lacks the context and visibility to make such fine-grained distinctions. Thus, we ask the application to provide a numeric ranking of importance for each proposed interaction relative to the other interactions the application initiates.

The OS can not blindly rely on the application’s ranking of importance. Some applications may purposely overestimate their importance to game the system. The ability to predict importance may vary substantially from application to application; e.g., some e-mail services may do a good job of identifying spam and high priority mail, while others may not. Finally, it is difficult for an application to assess how much worth it provides to any given user. Some people are social networking addicts and others care not a whit for the latest updates from their friends.

We therefore propose that the OS learn a function that maps the local importance provided by an application to a global scale. For each interaction, the OS can gather data about whether the user found the interaction important. Given sufficient data, the OS can normalize the application predictions. Thus, an application that games the system by marking all interactions as high-priority or one that is unable to differentiate between low-importance and high-importance interactions will see its global importance fall over time, while applications that consistently provide good estimates will be more likely to interrupt the user for their high-priority interactions.

Often, the OS can gather some data by observing user behavior after it initiates each interaction. If the user receives a notification and performs the task associated with the notification, then there exists positive evidence the user found the interruption useful. In contrast, if a user dismisses or ignores the notification, then there exists evidence that the interaction may have been less important than believed.

Although a user’s response time to a notification is a good indicator, the response time alone is not always conclusive. We may also need to consider the user’s attention level at the time the notification was received. For instance, if a user is driving a car and receives an important e-mail, that user will likely not read the e-mail until later. Even though the notification is important, the user’s response time is high due to other high-priority tasks. We can account for this by also including the importance and complexity of the user’s current activities in the model.

Due to the limits of passive observation, we also want to allow users to help train a better model through explicit feedback. One possibility is to give user’s simple choices to describe the quality of the interaction. Some possibilities are: “Yes, I wanted to know that!”, “Why didn’t you tell me sooner?”, “I’m too busy”, “That’s not important”, etc. Similar to spam filtering, we can present the user with a small number of optional feedback choices during each interaction. If specifying such choices are optional and easy to accomplish (e.g., via voice recognition or a special swipe), then a user can customize their models with only a moderate amount of additional work.

Explicit feedback also helps the system to adapt to different users’ behavior and preferences. For instance, some users may rarely wish to be interrupted, while others may welcome constant notifications. Further, behavior may not map directly to importance: e.g., a text from a spouse to his boss.

3.2 Predicting attention demand

In addition to predicting the importance of a future interaction, the OS must also predict its complexity, i.e., the amount user attention that will be consumed by the interaction. As described in Section 3.1, we view attention as a vector of different forms of interaction (audio, visual, haptic, and cognitive) — a prediction should therefore map the proposed interaction onto this vector.

The approach that we plan to take for this mapping is inspired by our prior work on AMC [15]. In that work, we measured load by observing interactions with an in-vehicle touchscreen. For example, we measured button presses required to complete a task, the amount of text on the screen, the size and placement of text, the presence of animation features, and so on. For each low-level measurement, we applied a threshold to determine whether or not an application
demanded too much attention to be used while driving a vehicle. A threshold was appropriate for this work since we only considered one possible foreground activity (driving).

We can broaden this approach by using quantitative functions to map low-level interactions to specific forms of attention such as audio or visual. For instance, a notification that displays text demands visual attention; a larger amount of text displayed naturally maps to a greater demand on attention. Using AMC-like tools, we can monitor how the user interacts with an application in response to a notification; e.g., through voice recognition, touchscreen events, and button presses, and we can measure the type and quantity of output produced. From low-level measures of, e.g., text displayed, buttons pressed, voice commands issued, etc., the OS can derive a quantitative measure of attention demanded during each interaction.

The simplest possible approach would be to predict that each new interaction will demand roughly the same attention required by prior interactions initiated by the same application. A more flexible approach could allow the application to also specify some local measure of complexity; e.g., an e-mail application could calculate this measure from the length of an e-mail, the presence of attachments or images, etc. Similar to the prior section, the OS could then learn a function that maps application-local complexity estimates to the global, measured complexity of the actual interaction.

An application may support multiple modes of interaction; e.g., it might read a text message aloud or display it on the screen. We envision that such applications will expose these modalities to the OS and the OS will then learn a separate model for each one. This would make it possible for the OS to realize that an incoming text could be read aloud to a walking or driving user even though the message could not be displayed on a screen.

### 3.3 Measuring available attention

The final major challenge is assessing the user’s available attention. This is more challenging than measuring demand because it will usually involve detecting and evaluating user activities external to the computer system such as driving, walking, conversing, etc.

Further, a blanket classification of activity will be insufficient. For instance, a person driving a car on an empty, straight highway will typically have some attention to spare, e.g., to select music, whereas the same person driving at rush hour on a snowy day may have no available attention. Therefore, in order to accurately determine the available attention level, a mobile system needs to consider not only the user’s current activity (or possibly multiple activities) but also user’s engagement level with each activity.

Fortunately, there is a considerable body of work on activity recognition that we can use to meet this challenge. Mobile devices possess myriad of sensors (e.g., GPS, accelerometer, microphone, camera, gyroscope, etc). Usage of these sensors for activity recognition has been well-studied. For instance, Kern et al. use audio sensor data and a classification algorithm to determine whether a user is in a lecture, on the street, in a conversation, or at a restaurant. They also use body-worn accelerometers to determine whether a user is sitting, standing, walking, or running.

Thus, we could rely on these results to enable the OS to determine the activities that a user is currently engaged in performing. If the computation needed for classification is too burdensome for a mobile device, it can potentially be offloaded to a trusted remote server. Note that the applications need not be entrusted with either the raw sensor data or the activity observations in this design.

Next, the OS can infer the possible range of available attention based on the recognized activity. Table 1 illustrates one hypothetical mapping between some activities and their corresponding range of attention consumption. Additional sensors can be involved at this point to narrow the range. For instance, if a user is driving a vehicle, speed and position can be read from the CAM bus and GPS unit respectively, while road conditions can often be inferred from traction control and ABS data.

Additionally, an OS can rely on supplementary data such as a user’s calendar to obtain information about the environment (e.g., whether the user is in a meeting). Since different environments require different level of user engagement, a mobile OS can use user’s current environment as a hint about the user’s engagement level.

In addition to activity and engagement level sensing, a mobile OS can use information about user’s cognitive state to make decision on whether to interrupt or not. For instance, Lu et al. created a system that determines user’s stress level in real-time using a mobile device’s microphone. Alternatively, a user’s emotional state can be important. LiKamWa et al. describe a system that can determine a user’s emotion based on his mobile device usage patterns. When a user is annoyed or stressed, an unwanted notification could be more annoying than usual. In our model, the context switch cost increases in such instances, which would bias the OS against interruption.

Activity and engagement sensing is an important and nascent field. Our objective is to provide a framework in which research results from this field can be used by the operating system to make better decisions about initiating user interactions. Thus, as results in this area continue to improve, our OS can do a better job of determining how and when to request its user’s attention. Even with the challenges outlined in this section, we believe that OS support will do substantially better than current allow/deny permission models.

### 4. RELATED WORK

The detrimental effect of poorly-timed notifications in a desktop environment has been well-studied. However, as Iqbal et al. suggest, users are willing to tolerate some disruption in return for receiving valuable no-
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Table 1: Examples of activities and range of possible attention level

<table>
<thead>
<tr>
<th>Activity</th>
<th>Possible attention level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sitting around</td>
<td>Very low - Very high</td>
</tr>
<tr>
<td>Playing with a phone</td>
<td>Mid - Very high</td>
</tr>
<tr>
<td>Walking</td>
<td>Mid - High</td>
</tr>
<tr>
<td>Having a conversation</td>
<td>Low - High</td>
</tr>
<tr>
<td>Writing an e-mail</td>
<td>Low - Mid</td>
</tr>
<tr>
<td>In a meeting</td>
<td>Very Low - Mid</td>
</tr>
<tr>
<td>Driving at high speed</td>
<td>Very Low - Mid</td>
</tr>
</tbody>
</table>

---

The detrimental effect of poorly-timed notifications in a desktop environment has been well-studied. However, as Iqbal et al. suggest, users are willing to tolerate some disruption in return for receiving valuable no-
ifications. These results demonstrate the need for a user context-aware notification system.

Determining the best time to interrupt a user for a notification has been studied extensively [1, 8, 9, 10]. Horvitz et al. [1] developed PRIORITIES, an desktop e-mail notification system that uses a Bayesian model to infer the user's available attention level and compute the expected cost of interruption and deferring alerts. When the benefit of an alert outweighs the cost of interruption, the system delivers the notification to the user. We agree with the principles of this work, but argue that such solutions should be implemented by the OS rather than by individual applications. Further, current notification systems must deal with the complexity of mobile environments in which the user may be devoting attention to walking, driving, or other tasks.

Recently, there has been research on determining proper task break points for mobile devices. Fischer et al. [4] determined the end of mobile device interactions to deliver notifications at such instances. Okoshi et al. [18] determined accurate application-specific break points, during which the user can be interrupted while she is using an application. Ho et al. [7] determined when the user is transitioning from one physical activity to another (e.g., from sitting to walking) using body-worn accelerometers and used those moments to deliver notifications. These prior systems do not consider the importance of the notification, nor do they consider the possibility of interrupting an activity to initiate a new task. Our goal is to initiate appropriate interactions even when doing so requires the user to interrupt a current task.

Kern et al. [13] proposed a notification design that senses the user's environment and delivers socially acceptable notification modality to the user. It can sense when a user is in a lecture and knows not to disrupt the user with a loud noise. This design is the closest to our proposal, but it can only detect four environments and six user activities. Furthermore, it treats all notifications with the same importance.

Additionally, in contrast to all these prior approaches, we propose a specific framework for cooperation between applications, the user, and the OS to determine when to initiate new interactions. Thus, a major focus of our work is to determine how best to manage attention as a service provided by the mobile operating system.

5. CONCLUSION

In this paper, we argue that a mobile device's operating system should be responsible for managing user attention as a resource. With this new responsibility, a mobile OS can create a user attention-aware notification system that initiates new interactions at the right time with right modality without interrupting high-importance tasks. We have laid out a design and methodology for creating such a system, and we have identified key challenges in realizing our vision.
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