7 Supplemental material

In this supplement, we first prove that as k/M — 0, k, N — oo and for fixed s, the set X'}
converges a.s. to the minimum v-entropy set 2, containing a proportion of at least p of the mass
of fo(x), wherep = limg nyoo K/N and v = 1 — ~y/d. We then derive asymptotic expressions
for the bias and variance of the p-values p;,(.). Throughout this supplement, assume without |oss
of generality that {X1,..., Xy} € Xy ad {Xny1,..., X7} € Xur.

7.1 Consistency

Denote the support of the density fo tobe S. Let S’ C S be any arbitrary subset of S. Denote
the collective behavior k/M — 0. k, N — oo by A — 0. Note that the distance e; () of a point
X, € Xy toitsl-th nearest neighbor in X', is related to the bipartite [-nearest neighbor density

estimate fl(Xi) = MC d(l) (section 2.3, [12]) where ¢ is the unit ball volume in d dimensions.
From Theorem 3.1 and 3.2in[12] it therefore immediately follows that
1 & ’
AILDOE SN gl{xieS’}(k/CdM) ds 1 (Xi) — s fo (Z)] =0.

Because

Xjg ny = argmin L (X N, Xar),
Xk, NEX

it follows that the set X'j; , convergesto the minimum entropy set 2, _, containing a proportion of
at least p of themass of f(z) wherep = limg n—oo K/N.

7.2 Bias

Note that E[ m“ac(XO)] = ptrue(XO) and V[ m“ac(XO)] = ptrueA(XO)(l - ptrue(XO))/N- Let
8(Xi, Xo) = &; = (f(Xi) — f(Xo)). Alsolete(X) = S27, ., fi(X) — sf(X). Wethen have

B[pbp(XO)] = E[pbp(XO)] - ptrue(XO) = E[pbp(XO) - porac(XO)]
E[1(ds,k(X1) = ds k(Xo))] — E[1(f(X1) < f(X0))]
E[1(e(X1) — e(Xo) + 61 < 0) — 1(6; < 0)].

This bias will be non-zero when 1(e(X1) — e(Xo) + 61 < 0) # 1(61 < 0). First wemv&stlgate
this condition when ¢; > 0. Inthiscase, for 1(e(X1) — e(Xo) + d1 < 0) # 1(61 < 0), we need
—e(X1) + e(Xo) > d1. Likewise, when 6; < 0, 1(e(X;) —e(Xo) + 01 < 0) # 1(51 < 0) occurs
when e(Xl) — e(Xo) > |51|

From the theory developed in Appendix Cin[12], |e(X)| = O(k/M) /¢ + O(1/+/k) with probab-
ility grester than 1 — o(1/M). Thisimpliesthat

Blpy,(Xo)] = E[l(e(X1) —e(Xo) 461 < 0) — 1(d; < 0)]
Pr{|6y| = O(k/M)"% + O(1/Vk)} + o(1/M).

(4)

We first analyze the case where f; is monotonic. By the continuity of f, we then have || X —
Xol|¢ = O(61). Because we assume the density £, is bounded above by some constant C' on its
support, we have

Pr{|81] = O(k/M)"* + O(1/Vk)} Pr([|X1 — Xol|* = O(k/M)"? + O(1/VE))

= O(k/M)"* +0(1/Vk).

©)

We now extend this analysis to the general case where f is assumed to have a finite number of
modes. Let Sx,(d) = {X € S : |f(X) — f(Xo)| < ¢}. By the continuity of fo, the volume
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Vxo (5) = foo(é

) do = 0(9). Wethen have

B[pbp(XO)] == E[l(e(Xl) — G(XQ) + 51 S 0) — 1(51 S O)]

7.3 Variance

= Pr{|61| = O(k/M)"? + O(1/VE)} + o(1/M)

= Pr{Xi € Sx,(0(k/M)"* + O(1/Vk))} + o(1/M)
= O(Vx, (O(k/M)"* + 0(1/VE))

= O((k/M)"*+1/Vk).

Define b; = 1(e(X;) — e(Xo) + 0; < 0) — 1(4; < 0). We can compute the variance in a similar
manner to the bias as follows

Vipop(Xo)] =

%V[l(ds,k()ﬁ) > ds x(X0))]

+ L Con1 (i (X1) 2 du(X0), 1(do(X2) > d (X))

N -1
N CO’U[bl,bQ]

VLX) — eXo) + 81 < 0)] +
O(1/N) + E[bibs] — (E[b1]E[b2])
O(1/N) + Pr{{|6:]| = O(k/M)"/* + O(1/Vk)} N {[62] = O(k/M)"* + O(1/Vk)}}
+Pr{|61] = O(k/M)* + O(1/VE)YPr{|ds| = O(k/M)"4 + O(1/VE)} + o(1/M)
O(1/N + (k/M)*? +1/Vk).
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