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T=coherent fade interval

M=number of transmit antennas
N=number of receive antennas
Nr,Ne= receiver SNR’s

X = \/WSHTR+VVR, (T X N)



Receiver Model

Received signal in-th frame (t=1,...,T)

NAICTIIRE

[X’llv"'vx’ln] —

or, equivalently
X'=/NIH'+W
e X': T x N received signal matrices
e S: T x M transmitted signal matrices

e H':i.i.d. M x N channel matrices- @ N (0,Iy ® In)
e W' ii.d. T x N noise matrices-C N (0,11 ®In)
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Figure 2. Space-time transmitter/receiver.




Space-Time Coding

e Block coding: stringL codewords ovek frames
|SHS ]| S
whereS'’s are selected from a symbol alphaBetz @ ™M

e Random Block Coding coder generateS at random fron
according to probability distributioR(S) € P.

e Objective: Find optimal distributio®(S) overP to:
— maximize avg. information rate (achieve capacity)

C = maxE[InP(X|S)/P(X)]

— maximize sequentially-decodable rate (achieve cut-off rate)

R, = rFr)1<%xE[exp{—N D(S1[S)}]

e Transmitter constraints: average power, peak power, other?




Coherent Transmission and Reception — T/R know channel
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Figure 3. Capacity for informed transmitter and receiver (IT-IR).




Effect of Incoherent Transmission
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Figure 4. Capacity loss due to uninformed transmission (UT-IR).




Effect of Training Errors (coherent transmission): T rain =128
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Figure 5. Capacity loss due to T/R channel estimation errors.




Link Capacity: avg power constraint: tr(E[SS]) <P,

(1): Informed transmitter (IT) and informed receiver (IR) capacity:

E [SUD'OQP(XISH)/P(XIH)
Ps |

TE| sup |n‘|N—|—r]HZHT ]

| Ztr{Z} <Py

TE|In|In+nHZpoaH"|| =T 5 E [ (loghni)*]

I
e Capacity achieving sourc®~ N (0, IT @ Zpow)
ZpOW:UDUTa D:diag((u_l/)\i)+)
A = eigs(nHHT> U o tr(Zpow) = Po
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Figure 6. Optimal STC for informed-transmitter informed-receiver




Waterfilling solution
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F|g ure 7 . Waterpouring solution for power-capacity achieving mode allocatioa(M = 32)




(2): Uninformed transmitter (UT) and IR capacity

C supE[logP(X|SH)/P(X|H)]
Ps

sup TE {In ‘IN + nHZHTH
Ztr{Z}<Po

TE[In‘IN—I—n/HHTH

wheren’ = nP,/M

Capacity achieving source

S~ N (O, C|T®||\/|)

wherec = P, /M
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Figure 8. Optimal STC for uninformed-transmitter informed-
receiver




(3): UT-UR: H unknown to either T/R

Cs = ITg)fSJlXE logPxs(X]S)/Px(X)]

Capacity achieving source
S ~ VA

where

*A\:. non-negativd x M block-diagonal matrix
*V: unitary T x T matrix

*A\ andV independent

*NTA=P,
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Figure 9. Optimal STC for uninformed-transmitter uninformed-
receiver




Channel Sensitivity
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Figure 10. Diagram of a multiple antenna communication system




Rician Channel Model

Combined Rayleigh and Specular Multipath Fading:

H=v1-rG++rHm

Gmnare i.i.d.CN (0,1)
Hm deterministic matrix such thatftid,H} = NM

r fraction of channel energy devoted to specular component
Hq known to both the transmitter and receiver

G not known to the transmitter

e After unitary spatial transformation at T/Riy, = [D, O]




Rician Capacity: Rank oneH;,, known to T/R

UT-IR Capacity:

Cu = maxT Elogdefly + nHALDHT

M—-M-1d 11y,
11, diy_1

e dis a positive real number such thatod <M /(M — 1)

AlLd)

e | is a complex number such thiat < \/(ML_1 —d)d
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Figure 11. Optimal STC for Rician uninformed-transmitter
informed-receiver
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Figure 12. Numerical optimization yields + 0 and values of d
shown as a function of r for different valuesgof




Channel Sensitivity: Physical Scatterers
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Figure 13. Physical point scattering model.
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Figure 14. Eigenvalue dsn and capacity ratio{a- tr{HHT})
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Figure 15. Median eigenvalue dsn and capacity ratio




Channel Sensitivity: Interference

Hypothesis: Strong random interferers

Informed Transmitter (IT) and Informed Receiver (IR)

C = TE[ sup |Og(||\/|—|—r]H(|—|—R)_%Z(|—|—R)_% HT>]

Str{Z}<Py
Uninformed Transmitter (UT) and IR

1 1
T sup E [Iog (I +nH (1 +R)"2%(I +R)™ 2 HT)}
Z:tr{Z}<Po

WhereRis N x N interference spatial covariance matrix at receiver
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Figure 16. Spectral efficiency ratio for 8 x 8 system
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Figure 17. Normalized capacity for no interferers, cooperative in-
terferers, and un-cooperative interferers.
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Figure 18. Wireless network with eavesdropper




Information Security: Eavesdropper Resistance

Hypotheses:

1. Subscriber links hawaformedtransmitters/receivers (IT-IR):
e Hrris known to both parties over a hop
e Training generally required to learn channel

e Feedback required to inform transmitter of channel

2. Eavesdropper link haminformediransmitter (UT)

e Htg unknown to transmitter
e S Hte may be known or unknown to eavesdropper

e Modulation type, signal constellations, source density, may be
known to eavesdropper




Eavesdropper Performance Measures

. P- eavesdropper error rate for detecting known signalS= son
link
P- =P(A®*>V|S=0), Py=P(A°<y|S=5)

. P, Py = 1— Pp: eavesdropper error rates for detecting any
activity on link

P- = P(A°>Vy|S=0), Pu=P(A°<Yy|S#0)

. C®=maxp, | (SY): eavesdropper link capacity

. P5,(K): eavesdropper symbol intercept error rate

sde— P(§5é )




Computational Cutoff Rates

1. T/R Informed cutoff rateH known to both T/R
D(S1%) = 7 tr (H(S1- %)(S - S)H)

2. R informed cutoff rateH known to R only

D(S1IS:) =Inir+ 7 (S~ $)(S - S)']

3. Uninformed cutoff rateH unknown to either T/R

I+ (58 + 58
\/‘ITMSlSI‘ ‘lT‘l'r]SZSZ‘

D(§1[|S) =In




LPI: Uninformed Eavesdropper Lockout Capacity

Lock out condition:Ce =0

Note: lock out occurs if transmitted signal constellati¢f } satisfies:

SS =A, Vi

Examples:

e Doubly unitary codesT > M):

S'S=Iu, SS =

Instances
— Square unitary coded3 (= M): SST = STS = Im




— Space time QPSK: Quaternion codés£ M = 2):

s{i

Y

+

Y

+

0O 1
-1 0

e Constant (spatial) modulus (CM) codek = 1):

S =[S, -, Svi

A. Dimensionality analysi$T = M):

tr{SS'} =S|I =1

Note 1. Q. How much subscriber capacity does lockout cost?

Constraint§ ST = Areduces coding d.f. by factor




LPD constraints

The eavesdropper must make a decision between

Ho: Xi =W,

Hi: X =SHi+W, i=1....L
His minimum attainable detection error probability has exponential ratg

o1
Il[n_:orgf [ InPe 0

0 inf  lim }In/lel_“(X) 9 (X)dX

ael0,1] L—eo L

e P is Chernoff error exponenp(< 0)
e p Is minimala-divergence between densitigs, and fy,

e Chernoff exponent is achieved for Bayes test




SH-informed Eavesdropper

When eavesdropper knows transmitted sequéniees = {s,
channel sequenddrg = {H1,...,H.}




LPD transmitter strategy: Attain E[maxyg) InP(X|Htr,S)/P(X|HTR)]
subject to constraint on LPpJ

e WhenH; = Hyg are 1.i.d. Rayleigh channels:

Na t
p=——,Eltr{SS}]

Relevant LPD constraints on Transmitter are:

e Peak power constraint:
tr{ss } < Popk

e Average power constraint:

r{E[SS]} <P




S-Informed Eavesdropper

When eavesdropper knovsbut notH, a-divergence is

L

Ir +ness' [

In/fl‘“(X|S:s)f,3‘o(X\S:O)dX = 3in

IT +ne(1-a) s
Asymptotic development:

IT + eSS |2 a(1—a)n?
ln\lT‘lnr(]i 510(‘)353\ - 2  riss/ssl-+ond)
(1




Low SNR scenario

Low SNR representation for the Chernoff error exponent

o= —% - thr{ss ss'}+o(nd).

Transmitter Strategy:

Attain E[maxp(g) INP(X|HTR,S)/P(X|HTR)] subject to either

e Peak 4-th moment constraint:
ofaal
tr{ss'ss } < Papk,
e Average 4-th moment constraint:

tr{E[SS' S} < Pravg,




Uninformed Eavesdropper

When eavesdropper knows neitl&mor H

Ho: S=0,
Hi: 8750

e a-divergence not closed form

e Multivariate Edgeworth expansion ¢{ X|S# 0)

In/fl_o‘(X|S;é 0)f7(X|S= 0)dY (1)
‘1 o

"T“‘es a(1—a)2n2

Ot uK " ¥Y(X) Oy + 0(Ng)

‘IT+r]el a)sst‘+ 8




Krst,u(X) is received signal kurtosis and

Gt,u Kt’u’V’W(X)O'V7W

T M
—Ng3NY S cOMSkt, Sku) COM(SktSkur SkvSkw) COV(Skv, Skw)

k=1 t,uvw=1
Observe

e Skewness oK is always zero for Gaussian channel

e Kurtosis tensor product depends on 4th moment of source:

COV(SktSku, SkvSkw) = E[SktSkuSkvSkw] — E |[SktSku] E[ SkvSkw] > O

e First term in (1) dominates for low SNR




Uninformed Eavesdropper: Low SNR

min (— (1 —one tr{SS SS} + O(rlcze))

ae[0,1] 2

2
- % tr{SS SS} +0(n3)

Transmitter strategy:

Attain E[ma>qa(5) InP(X|HtRr,S)/P(X|HTR)] SUbject to

tr{@ g} < P4avg

e Equivalent to constrainin§to Gaussian source with




LPD-constrained Capacity

Proposition 1 The LPD-constrained capacityfg for the T/R informed
link is

C|pd:TE{|n‘|l\/| —|-r]rHZ|deTH =TE _|Og< ; 1+W\i2>_

2

o Attained byS ~ N (0, It ® Zipd)
e 5,g =UDUT, D = diag(g),

V1A= 1/N
Oj — 2 )

e > 0is a parameter such th§ito? = Pyayg.




Note:

e eigenstructure ok g IS matched to modes ¢f.

e power-optimal waterpouring solution mt LPD-optimal

JMtr{E[SSSS]) > tr{E(sS]}

Conclude kurtosis constraint also constrains avg power

However. kurtosis constraint produces qualitatively different optiml
source distribution.

41



Optimal Covariance Eigenspectra: SNR =20(dB), M=32
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Figure 19. Optimal source spectra: SNR20dB,M = N = 32




LPD: Tradeoff Study

Define

Io(2) = TE [ln‘lM +r]rHZHTH

1. IT-IR LPD-Capacitylp,, ,(Zipd)

2. Loss in power-constrained capacity due to LPD constraint

Ip, (Zipd) /1R, (Zpow)

3. Loss in LPD-constrained capacity due to power constraint

| Paavg (ZPOW) / | Psavg ( Z'Dd)




Informed Transmission and Reception — LPD—-Capacity
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Figure 20. IT-IR LPD-constrained capacity (N- M)




Loss in Power—Capacity due to MS Power Constraint
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Figure 21. Loss in power-capacity due to LPD constraint £\M)




Loss in LPD-Capacity due to Mean—Power Constraint
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Figure 22. Loss in LPD-capacity due to Pavg constraint {NM)




Comments

For no transmit diversityN] = 1) there is no loss in capacity

loss increases as more antenNaare deployed by eavesdropper ang
client

loss decreases as SMRIincreases

asn, decreases to -20 dB loss flattens ouit.

47



Conclusions

. For Rician channel T transmits rank-1 component at low SNR

. Capacity for physical scattering is less optimistic than for Rayleig

. High-power interference reduces degrees of freedom (number of
useful channel modes)

. LPD- and LPI- constraineskecurechannels are different frompen
channels

. For uninformed eavesdropper 4th moment constraint constrains LPD

. LPD-constrained information rate advantage increases with M




