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Abstract

Registration of a reference image to a secondary image extracted from a database of transformed
exemplars constitutes an important image retrieval and indexing application. Two important problems
are: specification of a general class of discriminatory image features and an appropriate similarity mea-
sure to rank the closeness of the query to the database. In this paper we propose a solution using high
dimensional image features, which can be either continuous or discrete valued, and a general class of
feature similarity measures based on R´enyi’s �-entropy function. This class of measures contains the
well known mutual information measure, its mutual�-information (�-MI) variants, and the�-Jensen
difference. When the features are discrete valued, the�-MI can be estimated from the joint feature his-
togram constructed from the reference and the secondary images using a data structure called a feature
coincidence tree. However, histogram estimation techniques become impractical for continuous valued
features in high dimension. For such features we propose an alternative similarity measure: the�-Jensen
difference which can be accurately estimated using an entropic-graph estimator such as the minimal
spanning tree (MST). A low time-memory complexity MST is used to compare a variety of continuous
and discrete features including single pixel gray levels, tag subimages, and independent component anal-
ysis (ICA) coefficient vectors. The methodology is illustrated for ultrasound breast image registration
for which we find that the best small angle registration performance is attained by implementing minimal
graph entropy estimators on a set of ICA feature vectors.
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1 Introduction

The image registration problem falls in the general area of indexing and retrieval over databases of images

X = fXigKi=1 for the purposes of finding the best match to a reference imageX0. A comprehensive review

of many techniques in image retrieval and indexing is presented in [49]. The best match is expressed as a

partial re-indexing of the database in decreasing order of similarity to the reference image using an index

function. In the context of image registration the database corresponds to a set of transformed versions of

the secondary image, e.g. rotation and translation, which are compared to the reference image. There are

three key ingredients to image retrieval and indexing which impact accuracy and computational efficiency

[12]:

1. Selection of image features that discriminate between different image classes yet possess invariance to

unimportant attributes of the images e.g. rigid translation, rotation and scale;

2. Application of an index function that quantifies feature similarity, is capable of resolving important dif-

ferences between images, yet is robust to image perturbations;

3. Query processing and optimization techniques which allow fast implementation of search for best match-

ing.

This paper is concerned with the appropriate choice of features and the selection of the feature similarity

measure.

The focus application of this paper is the co-registration of a pair of ultrasound (US) images of the

breast. Success in this application should lead to full 3D and 4D registration: the fourth dimension being

time. Accurate registration of 3D breast US image volumes could be the breakthrough to address efficient

use of whole breast imaging to detect and quantify changes that: are indicative of a breast lesion; can aid

discrimination of malignant from benign lesions [4, 52]; can be used to detect multifocal secondary masses

[9] and can quantify response to chemotherapy or radiation therapy [21]. Breast lesions are missed by

community practitioners in up to 45% of women with dense breasts [23]. Improved image registration could

also improve spatial compounding of US images. In compounding, partly correlated views of the region of

interest (ROI) are generated by scanning the ROI at different transducer tilt angles and then registering

pairs of separate views. Compounding can result in an improvement in the signal-to-speckle ratio of US
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images and lead to better delineation of specular reflectors [24]. The field of view of high resolution US

images is insufficient for full use of 3D US in detecting asymptomatic lesions in the breast and for tracking

changes in response to treatment. To create an image of the entire breast or a large fraction of it, the small

volume covered by a single scan can be extended by repeatedly scanning the breast in parallel, partially

overlapping sweeps that can then be combined using registration techniques [25]. Finally, registration of

images collected from different isonation angles can also be used in Doppler imaging where the color flow

acquisitions do not detect blood flow well when its direction of motion is normal to the direction of the

ultrasound beam and where accurate triangulation can measure flow velocity.

To date the most effective methods for image retrieval and image registration have been pixel and voxel

based and include: color histogram matching [19], texture matching [2], intensity cross correlation [34],

optical flow matching [28] and, mutual information (MI) registration [56]. MI registration maximizes the

MI maximization on pixel coincidence histograms and is used in the MIAMI-Fusec registration algorithm

at the University of Michigan Medical Center [37]. A general survey of medical image registration methods

is presented in [34] and voxel specific methods are the focus of [18]. Color indexing was first proposed by

Swain and Ballard [53] and variations of this technique have appeared in [10, 19, 50]. A histogram inter-

section formula was presented which, under most conditions, reduces the influence of background pixels on

the sharpness of the registration peak. This approach allows the comparison of known objects based upon

the colors of interest. The pattern matching techniques described in our paper are applicable to multichannel

(color) imagery. Texture-based image retrieval using statistical methods [2, 44] work well for images with

uniform scale and orientation, while spectral image features like Gabor filters as used in [29, 32, 7] and

DCT [54, 55] work well for natural imagery. However, US images are noisy and often show shadow and

enhancement and degradation effects. Independent component analysis coefficients, used in this study, are

tailored to the US image domain and are thus more robust to noise and other artifacts. Various other image

registration measures, such as sum of squared differences and correlation coefficients (see [34, 18]), have

been utilized for registration using single pixel features. However, pixel-specific methods and measures

often succumb to various artifacts like spurious large intensity differences, non-uniform illumination, satu-

ration, occlusion and require linear relationships between the intensities of reference and secondary images.

The method of mutual information (MI) registration has largely overcome many of these difficulties. Mutual
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information provides an information theoretic approach to image registration and has been found to be the

most robust and accurate image registration algorithm for a wide variety of modalities [18].

Ultrasonic image registration presents special challenges due to the fact that rigid body registration

techniques, developed initially for magnetic resonance (MR) and computed tomography(CT) images (e.g. of

the human brain) cannot be applied directly to the high noise images from non-linearly compressible organs,

such as the bladder, breast, heart, and in images that contain speckle, nonlinear (shear) distortions and

refraction artifacts. A manual method which utilized corresponding points, lines and planes was investigated

by Moskaliket al [39] in the first effort for 3D US image registration. Rohling [46], first used voxel intensity

based techniques for ultrasound image registration in 3D compounding. In his technique the correlation ratio

was used in conjunction with a 3D gradient measure [35]. A similar bivariate approach was implemented

for cross modality US-MR registration by Rocheet al [45]. Both cases worked reasonably well for clean

US images. Meyeret al [36] demonstrated that their mutual information based software called “MIAMI

Fuse” developed for multimodality image fusion [22, 37] is capable of registering reasonably difficult 3D

US images. MIAMI Fuse was also used in 3D US image compounding [24], for registration of multimode

and extended-volume US images and to track changes of tissue structure and vascularity of serial US scans

obtained months apart [25].

Despite the initial success reported on US images, pixel- or voxel- based registration methods have been

disappointing in application to certain clinical cases. Ultrasonic images are highly sensitive to transducer

orientation during scanning, as the attenuation artifacts often present themselves differently in the secondary

and reference images [36]. Further inconsistency in tissue structure and geometry might arise from coher-

ent echoes and shadowing effects. Partial or complete shadows, caused by objects near the probe, are a

hindrance to registration during compounding. Dense tissue such as ribs (in breast imaging) and malignant

calcification cause shadows, which present themselves in different directions in the reference and secondary

images. The problem is further complicated by intensity similarity of shadows, cysts and tumors which

makes intensity-based discrimination difficult. Ultrasonic images typically show blurred boundaries around

anatomical features. These boundaries have varying intensity due to changes in surface curvature and trans-

ducer orientation. This effect occurs because US images exhibit a strong angular dependency of the apparent

brightness of specular reflectors. They also have a smaller signal-to-noise dynamic range than magnetic res-
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onance (MR) and computed tomography (CT) images. Furthermore, a small field of view (FOV) and large

motion and deformation of the compliant breast tissue makes it difficult to obtain consistent image pairs

for registration under manual scanning. Due to these factors developing robust registration algorithms is

extremely challenging [25]. Without modification, single-pixel based MI registration methods based are un-

likely to succeed in US registration. Our experience has shown that MI suffers severe misalignment errors in

those image volumes with major shadows and obtained at different beam orientations. This paper describes

a method to improve upon the accuracy of single-pixel-based MI registration using higher order features and

better feature matching criteria.

A recent study by Shekhar and Zagrodsky [48] delves into 3D US image registration for the human

heart using MI-based registration. The study is interesting because US images of a non-linearly deformable

organ are registered. They show that the MI criterion, on raw US images, produces a rippled surface for 2D

translations of the image and emphasize that the ripples confound the search for the maximum correspond-

ing to the solution, and that the removal of undesired local maxima in the MI function is key to making

optimization robust and reliable. Median filtering for speckle removal leads to marginal improvement in

registration accuracy, though smoothing of the mutual information function is observed. They also suggest

Partial Volume interpolation [33] and image requantization for smoothing. The method proposed here is an

alternative way to improve the behavior of the objective function.

In this paper we extend and improve upon MI registration technology. The key to our approach is the

inclusion of highly specific image features and use of a generalized information divergence matching crite-

rion related to the Chernoff bound of detection theory. An innovation is the introduction of a general pattern

matching criterion which can be used to register high dimensional image features such as curves, edges,

textures and spatial relations. The criterion can be adapted to both discrete valued and continuous valued

feature vectors selected using a representative training set of images. In the case of discrete features we can

compute the joint coincidence histogram of features of a given type occurring at the same spatial location in

both the reference and the transformed exemplar (secondary) images. This histogram is constructed using a

efficient hierarchical database, which we call a feature coincidence tree, and its spread, as measured by the

joint entropy, is an indicator of the degree of misregistration.

As in standard MI registration, to register the secondary to the reference a sequence of transformations is
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applied to the secondary until the spread of the coincidence histogram is minimized. However, unlike stan-

dard MI registration methods, we replace the MI similarity function with the more general class of�-entropy

functions, where� is a parameter in the interval[0; 1]. This class includes various information divergence

measures such as: the mutual�-information (�-MI), the � divergence, and the�-Jensen difference. The

combination of higher order features and the�-entropy similarity functions specifies a large and flexible

set of registration algorithms. As the purpose of this paper is to introduce this powerful feature-similarity

combination we do not consider the important problem of practical implementation of the sequence of reg-

istration transformations which will be the subject of a future paper.

Our approach specializes to the standard mutual information algorithm (e.g. MIAMI-Fusec) when the

features are the set of single-pixel gray levels and�! 1. The advantages of our approach are: 1) use of the

generalized mutual�-information can lead to a more stable objective function; and 2) use of higher order

features can capture non-local spatial information which is ignored in the standard single pixel MIAMI-

Fusec algorithm and can lead to more accurate and robust image registration.

We investigate two types of discrete features, called tags, to populate the feature coincidence tree. One

of these is based on gray-scale adaptive thresholding and the other on independent component analysis

(ICA). Gray scale thresholding is a fast and simple adaptive quantization scheme proposed by Geman and

Koloydenko [8]. ICA is an iterative method which is closely related to the projection pursuit technique of

non-linear regression and has been applied to image analysis by Olshausen, Hyv¨arinen and others [30, 20].

The continuous valued ICA coefficients, obtained by projecting the image onto its ICA bases, are discretized

by vector quantization, implemented by partitioning the coefficient vector into a finite number of (Voronoi)

cells.

When the number of dimensions of the feature space increases beyond 10 or so histogram methods

become impractical due to the curse of dimensionality: for fixed resolution per dimension the number of

histogram bins increases geometrically in dimension. As high dimensional feature spaces can be more

discriminatory this creates a barrier to performing histogram-based registration. We circumvent this barrier

by applying a novel technique for estimating the�-entropy using entropic graphs whose vertices are the

locations of the feature vectors in feature space. As introduced in [16] and studied in [12, 13, 15, 17]

an entropic graph is any graph whose normalized total weight (sum of the edge lengths) is a consistent
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estimator of�-entropy. An example of an entropic graph is the minimal spanning tree (MST) and due to its

low computational complexity it is the focus of this image registration application. The MST is constructed

over the set of joint feature vectors from the secondary and reference image to yield an estimate of Jensen’s

entropy difference. We compare and contrast this approach with histogram methods for the US registration

application.

All of the comparisons are evaluated through a combination of simulations and real data acquired from

clinical studies. The database used in this paper was a set of 3D ultrasound scans of the left or right breast of

21 female subjects, aged 21-49 years, going to biopsy for possible breast cancer. The lower age range was

chosen to provide a sample of more complex breasts, which are also somewhat more difficult to diagnose

than typical breasts of older women. Fig 1 shows slices of breast ultrasound image volumes representative of

those found in clinical practice. The women were imaged on their backs with the transducer imaging through

the breast toward the chest wall. Three test cases chosen from the breast database and referred to as Case 151,

Case 142 and Case 162 are presented. The image slice chosen from Case 151 exhibits significant connective

tissue structure as the bright thin lines or edges. Case 142 was diagnosed as a malignant tumor in echogenic

fibroglandular tissues. The tumor characteristically shows discontinuous edges with a darker center and

shadows below the borders. The area of enhancement below the tumor is not common. Case 162 shows an

uncommon degree of degradation due to shadowing. The bottom two-thirds of the image include the chest

wall and the dark shadow and reverberations behind the acoustically impenetrable boundary between the

lung and chest wall. Some edge information is evident, however shadowy streaks are observed due to dense

tissue absorbing the sound beam, refraction and phase correlation at oblique boundary or poor acoustic

impedance match (air bubbles) between the transducer and the skin. For clarity of presentation we focus

on registration of 2D slices. The extension to 3D voxel registration is straightforward but will be presented

elsewhere.

The outline of this paper is as follows. Section 2 introduces�-mutual information as a similarity mea-

sure. Section 3 presents feature coincidence trees for discrete features. Methods of tag selection using

adaptive thresholding are presented in Section 4, while discrete and continuous ICA features are discussed

in Section 5. In Section 6 the�-Jensen difference is discussed and in Section 7 the MST entropy estimator

is presented along with methods of acceleration. A simple numerical example is presented in Section 8
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and in Section 9 presents registration results for a ultrasonic breast image database. Conclusions and future

directions are described in Section 10.

2 Indexing with Mutual �-Information as a Similarity Measure

Let X0 be a the reference image and consider a databaseXi, i = 1; : : : ;K of images generated from a

database of secondary images to be indexed relative to the reference. LetZi, Zj be feature vectors extracted

fromXi, Xj and define the joint densityf(Zi; Zj) and the marginal densitiesf(Zi), f(Zj). The similarity

between featuresZ0 andZi can be gauged by the difference betweenf(Zi; Z0) and the productf(Zi)f(Z0)

which can be measured by the mutual information (MI).

When the features are discrete the joint probability distributionsf(Zi; Z0) of reference and secondary

images can be plotted on a two-dimensional histogram of intensity values (Fig 2). Fig. 3 shows four joint

histogram scatter plots of a pair of reference (Xi) and secondary (Xj) ultrasound images extracted from a

breast US volume. It can be seen that when the reference and secondary images are the same (Xj = Xi)

except for rotation, the joint histogram shows perfect correlation of intensity values in pixel coordinates [a].

When the reference and secondary images are mis-aligned by 8 degrees, the joint histogram is dispersed [b].

However, consider the case where the reference and secondary images are extracted from two slices in the

same breast US volume where the slices are separated by 2mm away from each other. At this separation

distance along the depth of the scan, the speckle in the images is decorrelated, but the anatomy in the

images remains largely unchanged. Now, the histogram scatter plot [c] shows a dispersion similar to the one

seen in [b], in spite of perfect alignment. In case of perfectly correlated image slices a simple registration

objective function which might be applied is the spread of the two dimensional histogram in (b) about a

fixed reference, such as the diagonal shown in [c]. However, ultrasound images obtained at different scan

angles show different speckle patterns. Hence plots [c] and [d] are observed more often in practice and such

a simple reference-based objective function is not effective. A more effective objective function might be

the entropy of the joint histograms which measures the spread of the joint distribution independent of any

fixed reference. The mutual information is a generalization of this entropy measure which measures the
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spread relative to the maximally spread product of the marginal histograms:

X
zi;z0

f(zi; z0) log(f(zi; z0)=[f(zi)f(z0)]) (1)

which is used by Viola and Wells [56] and others for image registration. Note that this is a different usage

from the KL divergence betweenf(Zi) andf(Z0) which has been proposed as an indexing measure by

several authors [51, 6, 54].

The mutual�-information, a generalization of (1), is defined as the�-divergence of fractional order

� 2 [0; 1] betweenf(Zi; Z0) andf(Zi)f(Z0) [3]. For discrete valued features the�-MI is:

D�(f(Zi; Z0) k f(Zi)f(Z0)) =
1

�� 1
log
X
zi;z0

f�(zi; z0)f
1��(zi)f

1��(z0) (2)

where the summation is over all values thatZ0 andZi can take on. For continuous valued features the�-MI

is:

D�(f(Zi; Z0) k f(Zi)f(Z0)) =
1

�� 1
log

Z
zi;z0

f�(zi; z0)f
1��(zi)f

1��(z0) (3)

The �-divergence is equal to the Hellinger distance squared when� = 1=2, and to the Kullback-

Liebler (KL) divergence [27] when� ! 1. The case� ! 1 corresponds to the standard Shannon mutual

information (1).

The mutual�-information can be justified as an appropriate registration function by large deviations

theory through the Chernoff bound. Define the average probability of errorPe(n) associated with deciding

whetherZi andZ0 are dependent or independent random variables. i.e. deciding between dependent fea-

tures,H1 : Zi; Z0 � f(zi; z0) vs. dependent featuresH0 : Zi; Z0 � f(zi)f(z0), based on a set of i.i.d.

samplesZ(1)
j ; : : : ; Z

(n)
j , j = 0; i. This error probability has the representation:

Pe(n) = �(n)P (H1) + �(n)P (H0);

where�(n) and�(n) are Type II (miss) and Type I (false alarm) errors, respectively, of the test ofH0

vs.H1. Then the Chernoff bound implies that [5]:
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lim inf
n!1

1

n
logPe(n) = � sup

�2[0;1]
f(1� �)D�(f(Zi; Z0) k f(Zi)f(Z0))g (4)

Thus the mutual�-information gives the asymptotically optimal rate of exponential decay of the error

probability for testingH0 vs H1 as a function ofn. While we do not investigate this issue in this paper,

the appearance of the maximum over� suggests the existence of an optimal parameter� ensuring low error

registration.

3 Feature Coincidence Trees for Discrete Features

To perform MI registration with discrete features we must populate the bins of the joint histogramff(zi; z0)g
for each image in the database. First, a universal set of features is selected according to certain criteria dis-

cussed below. These features are organized into bins on a tree-structured database for which the complexity

of the feature indexed at each node increases as tree depth increases. Figures 4 and 5 illustrate the feature

tree data structure when the features are defines as4 � 4 sub-images. The two images are each dropped

down a feature tree and incidences and coincidences of features over all pixel locations and at all of the

nodes of the two trees are counted. The counter is incremented for every coincidence of a particular feature

pair occurring at a common position within each of the two images. See Fig 6 for illustration. This results

in a histogram called the feature coincidence histogram denotedf̂(Z1; Z2). The histogram marginalŝf(Z1)

andf̂(Z2) of the coincidence histogram are extracted by summing over one of the arguments off(Z1; Z2).

These are then used in the mutual�-information formula (2) to come up with a registration score for the

images.

Our general feature selection and organization scheme is similar to the randomized tree classifier struc-

tures introduced by Amit and Geman [1] and used for shape recognition from binary transcriptions of hand-

writing. A set of primitive local features, called tags, are selected which provide a coarse description of

the topography of the intensity surface in the vicinity of a pixel. Local image configurations, e.g.8 � 8

pixel neighborhoods, are captured by coding each pixel with labels derived from the tags. Non-local spatial

features are then captured by cataloging pairs of tags which are in particular relative spatial configurations.
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This allows us to sidestep the issue of rigidly defining non-local image configurations and clusters such as,

image gradients, boundary detectors, distinct points, discriminating structures or other statistical parameters.

For gray scale images, the number of different tag types can be extremely large. For example, if the image

contains 256 gray values then there would exist(256)64 different8�8 tag types. These would be useless as

feature discriminants since their individual occurrences would be extremely low. Methods for pruning the

tag types are described below.

4 Tag Selection via Adaptive Thresholding

Adaptive thresholding is a quantization scheme described by Geman and Koloydenko [8] which was intro-

duced to study the invariant characteristics of natural images. Let� be a positive granularity parameter. The

quantized value assigned to a pixel within a8 � 8 sub-image depends on the gray values of its neighbors.

The darkest pixel(s) are assigned 0, the next brightest pixel(s) are assigned 0 if the difference is less than�

and label 1 otherwise, the next brightest pixel(s) are assigned label 2 if the difference is less than�, and so

on. Using this scheme on our ultrasound breast image database tags associated with the relatively uniform

background areas (dark or bright) with small spatial variances are correctly classified as speckle and can be

easily eliminated. Figure 6 shows tag coincidences in the reference and secondary images. Coincidences

of tag types are calculated using the feature tree. The exaggerated tag pattern is meant to capture the edge

of the tumor. A similar tag type will be observed in the secondary image also. The tags capture the local

intensity pattern in the neighborhood of the pixel.

As mentioned earlier, the tag feature space is potentially large and requires pruning. We select relevant

tag types by a process of randomized training. From within the US breast image database a large number of

pixel neighborhoods are selected and quantized. After discarding repetitions, tag types that correspond to

spurious speckle pattern are identified and eliminated. Speckle, after quantization using the above scheme,

can easily be identified. since it exhibits only one or two non-zero pixels amongst the8 � 8 pixels in

the tag. 300 different tag types are identified among the samples. The number of tag types is controlled

by selectively traversing the decision tree so that it is balanced, and by imposing constraints on the tag

types. Also, tags are required to have at least two different intensity types within the center pixels so that

11



processing is centered near the edges in the image. Each image is then block-quantized and dropped down

the partition tree. The pairwise coincidences of the tag types at the leaves are recorded in a histogram over

’tag space’. If an image block does not correspond to any of the tag types, then the pixel is not used in the

image registration algorithm. While we do not explore it here, these tag features can be extended to account

for spatial dependencies between pairs of tag types [1].

5 Continuous and Discrete Feature Selection via ICA

5.1 Continuous ICA Features

Images can be described in terms of their projection onto a basis, represented as a linear superposition of

bases functions. Such a projection feature set was investigated by Vasconcelos [55, 54] for general image

indexing problems using a Gabor wavelet basis. Here we take a different approach adopting a basis extracted

from an independent components analysis (ICA) of the image database. The ICA basis can be adapted so

as to best account for the image structure in terms of a collection of statistically independent components.

This is an alternative to adaptive thresholding and is called the ICA approach in [30]. In ICA, an optimal

basis is found which decomposes the ultrasound imageXi into a small number of approximately statistically

independent componentsfSjg:

Xi =
pX

j=1

aijSj (5)

The basis elementsfSjg are selected from an over-complete linearly dependent basis using randomized

selection over the training set of ultrasound images in a representative database. The number of basis

elements are selected according to the minimum description length (MDL) criterion. For imagei the

feature vectorsZi are defined as the coefficientsfaijg in 5 obtained by projecting the image onto the

basis. Here ICA was implemented using Hyvarinen and Oja’s [20]FastICA code (available from

http://www.cis.hut.fi/projects/ica/fastica/ ) which uses a fixed-point algorithm to per-

form maximum likelihood estimation of the basis elements in the ICA data model (5). Figure 7 shows a set

of 40 8 � 8 basis vectors which were learned from over 50008 � 8 training subimages randomly selected

from 10 consecutive image slices of a single ultrasound volume scan of the breast (Case 151 in Fig. 1).
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Given this ICA basis and a pair of to-be-registeredN �M images, coefficient vectors are extracted by pro-

jecting each8� 8 neighborhood in the images onto the basis set. For the 40 dimensional ICA basis shown

in Fig. 7 this yields a set ofNM vectors in a 40 dimensional vector space which will be used to define

features.

5.2 Discrete ICA Features

Recall that in the feature tree method we generate histogram in higher dimensional space by labeling pixels

with tag types. To extend this labeling technique to ICA feature vectors, discretization of the ICA coefficient

vectors is essential. We do this by vector quantization: we partition the space of the multi-dimensional

ICA coefficients into a finite number of Voronoi cells. The Voronoi partitions are created using the K-

Means clustering algorithm on features extracted from the image training set. This algorithms creates a

partition which minimizes the mean squared error of the Euclidian norm between the centroid of the Voronoi

cell and the feature vectors in the cell. Ifn Voronoi cells are created then, each pixelpi is given a label

0; 1; : : : ; n based upon the ICA coefficient at that pixel neighborhood. 512 cells were created using 8 and

16 dimensional ICA bases. The same partitioning is used for the reference and the secondary images to

maintain consistency in pixel labels.

6 �-Jensen Difference Function for Continuous Features

With continuous features the�-MI can be estimated from continuous densities, e.g., through histogram or

kernel density estimators. However the performance of such ”plug-in” estimates becomes very poor as the

feature dimension increases [12]. An alternative, discussed here and in the next section, is a direct estimator

of another entropy-based index function: the�-Jensen difference. This function has been independently

proposed by Ma [14] and Heet al [11] for image registration problems. Letf0 andf1 be two densities and

let � 2 [0, 1] be a mixture parameter. It was also used by Michelet al in [38] for time-frequency images.

The�-Jensen difference was defined in [3] is the difference between�-entropy of the mixture:

f = �f0 + (1� �)f1 (6)
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and the mixture of the�-entropies off0 andf1:

�H�(�; f0; f1) = H�(�f0 + (1� �)f1)� [�H�(f0) + (1 � �)H�(f1)] (7)

where� 2 [0; 1]: The�-Jensen difference is a measure of dissimilarity betweenf0 andf1 : as the�-entropy

H�(f) is concave inf it is clear from Jensen’s inequality that�H�(�; f0; f1) = 0 iff f0 = f1 a.e.

The�-Jensen difference can be motivated as an index function as follows. Assume two sets of feature

vectorsZ0 = fZ(i)
0 gi=1;:::;n0 andZ1 = fZ(i)

1 gi=1;:::;n1 are extracted from imagesX0 andX1, respectively.

Assume that each of these sets consist of independent realizations from densitiesf0 andf1 respectively. De-

fine the unionZ = Z0[Z1 containingn = n0+n1 unordered feature vectors. Any consistent entropy esti-

mator constructed on theZ(i)’s will converge toH�(�f0+(1��)f1) asn!1where� = limn!1 n0=n.

This motivates the following consistent minimal-graph estimator of Jensen difference for� = n0=n :

�Ĥ�(�; f0; f1) = Ĥ�(Z0 [ Z1)� [�Ĥ�(Z0) + (1� �)Ĥ�(Z1)] (8)

where� 2 (0; 1); Ĥ�(Z0 [ Z1) is the minimal graph entropy estimator constructed on then point union

of both sets of feature vectors and̂H�(Z0), Ĥ�(Z1) are constructed on the individual sets ofn0 andn1

feature vectors, respectively. We can similarly define the density-based estimator of Jensen difference based

on the entropy estimates of the form constructed onZ0 [ Z1, Z0 andZ1. For rigid registration prob-

lems the marginal entropiesfH�(fi)gKi=1 over the database are all identical so that the indexing function

fH�(�f0 + (1� �)fi)gKi=1 is equivalent tof�H�(�; f0; fi)gKi=1

7 Minimum Spanning Tree and Rényi Entropy

Implementation of the�-Jensen registration criterion can be accomplished by plugging in the density esti-

mates to (7) but it is better to use direct methods based on entropic graphs such as the Minimal Spanning Tree

(MST). The MST method is a graph-theoretic technique, which determines the dominant skeletal pattern of

a point set by mapping the shortest path of nearest neighbor connections. Given a setZn = fz1; z2; ::::; zng
of n, i.i.d vectorsZi in Rd each with densityf , a spanning tree is a connected acyclic graph which passes

through all coordinates associated withZn. In this graph alln points are connected byn�1 edgesfeig. For

a given real weight exponent 2 (0,1) the minimum spanning tree is the spanning tree which minimizes the
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total edge weight:

L(Zn) = min
e2T

X
e

kek (9)

wherekek denotes Euclidean (L2) norm of the edge. See Fig 8 for illustration. The overall length of the

MST can be used to construct a strongly consistent estimator of entropy.

The MST lengthLn = L(Zn) is plotted as a function ofn in Fig. 9 for the case of i.i.d uniformly and

non-uniformly distributed points in the plane for=1. It is intuitive that the length of the MST spanning

the more concentrated non-uniform set of points increases at a slower rate than does the MST’s spanning

the uniformly distributed points. This fact motivates the application of MST to test randomness of a set of

points. It can be shown [12] the length function when normalized by
p
n produces sequences that converge

within a constant factor to the alpha entropies with�=1/2, as illustrated in Fig. 9 . More generally, for i.i.d.

points in<d, by changing the value of in (9), one can change the convergent limit to the�-entropy where

� = (d� =d). The MST is called an entropic spanning graph as its normalized log-length converges (a.s.)

within a constant to an alpha-entropy. Specifically, the R´enyi entropy estimator

Ĥ�(Zn) = 1=(1 � �)[lnL(Zn)=n
� � ln�L; ] (10)

is an asymptotically unbiased and almost surely consistent estimator of the�-entropy off where�L; is

a constant bias criterion independent off [12, 17]. In image registration, when two images are properly

matched under a sequence of transformations, corresponding regions of interest should overlap and the

resulting joint probability distribution will be highly concentrated. Thus the R´enyi entropy of the overlapped

images should achieve the minimum value over all of the transformations. This would be reflected as the

smallest length of the MST [31]. A transformation that minimizes R´enyi entropy can be calculated, since

misregistration would increase the dispersion of the joint probability distribution.

As contrasted with density based estimates of entropy, the MST estimator enjoys the following proper-

ties: it has a faster asymptotic convergence rate, especially for non smooth densities and for low dimensional

feature spaces [13, 15]; it completely by-passes the complication of choosing and fine-tuning parameters

such as histogram bin size, density kernel width, complexity and adaptation speed; the� parameter in the

�-entropy function is varied by varying the inter-point distance measure used to compute the weight of the
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MST. Furthermore, for large dimensions the MST can be implemented when histograms cannot, due to the

“curse of dimensionality”. For example, for a32 dimensional space, only10 cells per dimension gives1032

bins in the histogram, an unworkable and impractically large burden for any computer. On the other hand

the need for combinatorial optimization may be a bottleneck for a large number of feature samples and

accelerated MST algorithms are necessary.

7.1 Computational Acceleration of the Kruskal MST Algorithm

The Kruskal Algorithm [26] is widely believed to be the fastest general purpose algorithm to solve the

MST problem for sparse graphs. A set of given edges, sorted by their weights, is maintained in a list and

Kruskal’s algorithm grows the tree an edge at a time. Cycles are avoided within the tree by discarding

edges that connect two sub-trees already joined through a prior established path. The time complexity of the

algorithm is ofO(ElogE) whereE is the initial number of edges in the graph. The memory requirement is

O(E).

In the present application, the most simple-minded initial estimate of the MST includes all the possi-

ble edges within the point set. This results inN2 edges forN points; a time requirement ofO(N2) and a

memory requirement ofO(N2logN). The number of points in the graph is the total number of pixels partic-

ipating in the registration from the two images. If each image hasM � P pixels, the total number of points

in the graph is2�M � P � 150,000 for ultrasound images of size 256� 256. Desktop processors cannot

fulfill memory requirements of the standard Kruskal algorithm in this case. Even with larger machines, the

algorithm has a foreboding time requirement for tree construction.

A significant acceleration can be obtained however by a process of sparsification of the initial graph

before tree construction. A selection criterion is imposed on the edges, which ensures that only those edges

likely to occur in the final MST are included in the original graph. While constructing the edge list, a disc

is placed on each point under consideration. As seen in Fig. 11, only those edges with lengths smaller than

disc radius are accepted into the list. The edge-length sort algorithm, within Kruskal’s algorithm, now has to

sortO(N) number of edges. For approximately uniform distributions, a constant disc radius is optimal for

all areas within the distribution. Moreover, for non uniform distributions, the disc radius may be changed
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to adapt according to the underlying distribution. This can be achieved by selecting the distance of the

kth-nearest neighbor (kNN) as the disc radius for a given point. Further reduction in time and memory

requirements can be obtained by first rank-ordering vertex coordinates along an arbitrary dimension. It is

not necessary to compute allN2 edge-lengths. Only those edges that have lengths less than the disc radius

in the dimension of ordering need to be considered (Fig. 11). ThusN2 edge length computations can also

be avoided. If during tree construction the algorithm runs out of edges, expanding the radius of the disc

reaps-in additional edges. Fig. 10 shows bias of the modified MST algorithm as a function of the radius

parameter.

It is straightforward to prove that, if the radius is suitably specified, the disc based tree construction

described above is a minimum spanning tree. Recall that the Kruskal algorithm ensures construction of the

exact MST [26].

(1) If point pi is included in the tree, then the path of its connection to the tree has the lowest weight amongst

all possible non-cyclic connections. To prove this is trivial. The disc criterion includes lower weight edge

before considering an edge with a higher weight. Hence, if a path is found by imposing the disc, that path

is the smallest possible non-cyclic path. The non-cyclicity of the path is ensured in the Kruskal algorithm

through a standard Union-Find data set.

(2) If a point pi is not in the tree, it is because all the edges betweenpi and its neighbors considered using

the disc criterion of edge inclusion have led to a cyclic path (using the lemma above). Expanding the disc

radius would then provide the path which is lowest in weight and non-cyclic.

If the disc radius is underestimated the tree cannot be completed without first adding more edges to

the list. If it is overestimated a surplus of edges will result in the edge list, however the final tree will

have the requiredN � 1 edges only. It has been observed empirically that the optimal disc radius includes

roughly between 10-20 edges from neighboring points. This number varies with the dimensionality and

the underlying density of the data. The number of edgesE thus reduces fromN2 to roughlyN � 10.

The memory requirement of the modified algorithm is ofO(E). The time requirement now optimizes to

O(ElogE), whereE is a fraction ofN2 for largeN . Figure 11 compares the performance of the standard

Kruskal algorithm with our modified algorithm. The time and memory requirements are tremendously

reduced. To obtain the optimal trade-off between bias of the MST length and time-memory complexity,
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the disc radius should be selected at the knee of the curve seen in Fig 10. For uniform distributions, the

distance of thekth-NN along the dimension of ordering, remains roughly the same. The real advantage of

the kNN technique lies in adapting the disc radius on a point-by point basis for non-uniform distributions

(Fig 12). However, one of the problems underlying non-uniform distribution can be seen there. The MST

length estimate from the disc based algorithm converges slowly to the true length, requiring examination of

a large number of neighbors in the process. The number of nearest neighbors requiring examination grows

in higher dimensions and the search now approaches a full search, thus losing some of its scalability (Fig

12 b). To address this issue, we utilize a kNN approach to determine the radii of the disks, following a

list intersection approach similar to [43]. Variants of the technique described above have been examined

and are described in [41]; where we also present results and methods to deal with dimensionality issues for

non-uniform distributions.

8 Numerical Illustration

In this simple example we compare the MST-based estimate of�-Jensen difference with ICA features

against the standard histogram-based estimate of MI using single pixel features. The backgrounds in the

images in Fig 13 have been constructed using a random mixture of 15 ICA bases elements. The aim is to

register the dominant pattern seen in the foreground as it translates across the image on a fixed background.

The problem is similar to tracking prominent features as they move in the image. The mutual�-information

based on single pixels, for� = 0.5 and the�-Jensen divergence based on the 15 ICA features are calculated

for each integer translation for the pair of images. Using the ICA technique we can systematically eliminate

features arising from the background and compute the MST-based entropy estimate solely on the distribution

of the prominent feature of interest. This is not possible with the single pixel method. Profiles in Fig. 13

show that as contrasted to the feature based�Jensen divergence, the�MI has a lower discrimination ability

evident from the curvature of the peak around perfect alignment (0 pixel translation). The example suggests

that significant improvement in resolution can be achieved through the use of image specific features and

entropic graph estimators.
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9 Ultrasonic Breast Image Registration

Figure 14 show the representative profiles of the registration objective function for registering a slice of US

breast image volume, labeled Case 142 in Fig. (1), to a slice 2mm deeper in the same image volume. At this

separation distance, the speckle noise decorrelates. However the underlying anatomy remains approximately

unchanged. As the aim of this study is to quantitatively compare different feature selection and registration

similarity indices we restricted our investigation to rotation transformations over a small range (�8o to

+8o) of angles. The panel on far left of Fig. 14 indicates that, for single pixel features, entropic-graph

(MST) estimates of�-Jensen difference and histogram plug-in estimates of�-MI give similarity functions

with virtually identical profiles with a unique global minimum at0o rotation. The profile of the histogram

plug-in estimate of the�-Jensen difference for single pixels (not shown) is very similar to the�-MI profile.

For 8 dimensional ICA feature vectors, chosen by training on Case 151, we observe that the profile of

the histogram plug-in estimate of�-Jensen degrades, with the appearance of several local minima (middle

panel). This is expected since histogram estimation becomes unstable in high dimensional feature space. In

a 64 dimensional ICA feature space, again chosen by training on Case 151, we observe that the entropic-

graph maintains a smooth profile with a single global minimum (right panel) while the histogram estimate

of �-MI is not implementable.

We next investigated the effect of additive noise on small-angle registration performance. We tested

registration accuracy for single-pixels, tags, and discrete and continuous ICA features using the�-MI,

entropic-graph, and�-Jensen discriminating criteria under increasing noise conditions. Figures (15 and

16) show plots of registration root mean square (rms) error versus increasing levels of additive (truncated)

Gaussian noise in the images. Shown on the plots are standard error bars. The resultant registration peak

shifts from the perfect alignment position (0 degrees relative rotation), to some arbitrary value depending

on the SNR, the registration features, and entropy/MI estimation techniques implemented. The lack of

smoothness in the plots is likely due to the image-specific nature of the simulation - averaging results from

registering different types of breast images would undoubtedly produce smoother graphs.

Figure 15 shows a comparison of the histogram and feature coincidence tree methods for tag features.

We see that tag features have lower MSE than the standard single pixel features. Also higher order ICA fea-
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tures perform better than single pixels. Notice also that increasing the dimensionality of the ICA coefficient

makes the registration more robust, by further lowering misregistration error. Figure 16 shows a comparison

of the�-MI and alpha-Jensen discrimination criteria. The�-Jensen difference function is calculated for

single pixels and 8D ICA coefficients using higher order histograms and the MST entropic-graph estimate.

It also shows the single pixel MI criterion under a range of SNR conditions similar to the ones explained

above. The performance of higher order continuous ICA features estimated from the MST is seen to be

better than those of single pixel features estimated from histograms. More extensive experiments are nec-

essary but thus far our results indicate that the MST method of entropy estimation has significantly greater

robustness to additive noise than histogram based methods.

10 Conclusions

In this paper we demonstrated that higher order features offer distinct advantages over standard single pixels

for entropy-based US image registration. They can account for local spatial information between image

features which is ignored by single-pixel features. We presented two techniques for generating image de-

pendent higher order feature vectors. Discrete features such as tags and discrete ICA coefficients were used

for image registration using a generalized�-MI matching criteria. Feature coincidence trees were presented

to generate histograms in higher dimensional feature space. We concluded that tags and ICA features are

more robust to noise artifacts and give lower misregistration errors than single-pixel based MI methods.

The�-Jensen difference function can be used to obtain a consistent estimate of entropy of continuous

feature vectors using minimal graphs such as the MST. Computing the histogram estimate of�-MI is expo-

nentially complex in higher dimensions, since the bias of the estimate increases in the number of dimensions

of the feature space. The direct graph based MST estimate of�-Jensen difference avoids other problems

that plague plug-in histogram estimates, which include ideal bin size and density kernel width selection and

it also has a faster asymptotic convergence rate for non-smooth densities. Combinatorial optimization is a

bottleneck in MST computation in large feature sets in high dimensions. We have presented a technique to

accelerate MST computation and reduce its memory complexity so as to be able to use desktop processing

for large datasets. Using the disc-based algorithm it was possible to rapidly compute the MST length for
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data sets up to 1 million points in 8 dimensional space. The MST-based estimate of�-Jensen gave lower

misregistration errors than discrete feature vectors computed using�-MI, and both techniques outperformed

single-pixel MI methods.

Applying these retrieval and registration techniques to color images, such as registration of US Doppler

blood flow color images with other color flow or gray scale images is a direction of future study. Another

natural extension of this work is to incorporate spatial relations amongst pairs of spatially separated tags

to eliminate the effect of shadows and other nonlinear artifacts which pose problems during compound-

ing registration of ultrasonic images. We are actively pursuing other techniques to further accelerate the

MST algorithm using parallel machines and list intersection. Optimal disc-radius selection has been found

critical to complexity reduction in the disc-based MST construction algorithm. We are investigating other

techniques to judge the optimal disc radius for MST construction. To increase the classification capabilities

of the feature trees, different methods of randomized trees are being studied. Finally, the best value of� in

the�-entropy similarity criteria is an open issue that needs further investigation.
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Figure 1: Three ultrasound breast scans. From left to right are: Case 151, Case 142 and Case 152.

Figure 2: Single-pixel gray level coincidences are recorded by counting number of co-occurences of a pair
of gray level across the reference (left) and secondary (right) images at a pair of homologous pixel locations
(u; v). Here the secondary image (right) is rotated by8o relative to the reference image (left).
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Figure 3: Joint coincidence histograms for single-pixel gray level features. Both horizontal and vertical axes
of each panel are indexed over the gray level range of 0 to 255. Top left: joint histogram scatter plot for the
case that reference image (Xi) and secondary image (Xj) are the same slice of the US image volume (Case
142) at perfect0o alignment (Xj = Xi). Top right: same as top left except that reference and secondary are
misaligned by8o relative rotation as in Fig. 2. Bottom left: same as top right except that the reference and
secondary images are from adjacent (2mm separation) slices of the image volume. Bottom right: same as
bottom right except that images are misaligned by8o relative rotation.
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Figure 4:Part of feature tree data structure.
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Figure 5:Leaves of feature tree data structure.
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Figure 6: Tags: Each pixel is labeled by a tag type. Occurrences and coincidences of tag labels are then
plotted on a joint histogram of tag features.

Figure 7:ICA Basis: estimated 40-dimensional ICA basis set obtained from training on randomly selected
8� 8 blocks in 10 ultrasound breast images.
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(right).

0 10000 20000 30000 40000 50000
0

50

100

150
Effect of entropy on MST Length

M
S

T
 L

en
gt

h

Number of points, N

Uniform Dist.
Gaussian Dist.

0 10000 20000 30000 40000 50000 60000
0.3

0.35

0.4

0.45

0.5

0.55

0.6

0.65

0.7
Normalized MST length functions, red: Unif. blue: Gauss.

Number of Points

N
or

m
al

iz
ed

 M
S

T
 le

ng
th

Figure 9: Length functionsLn of MST (left) andLn/
p
n (right) as a function of n for the uniform and

normal distributed points in figure.
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Figure 10: Bias of thenlogn MST algorithm as a function of radius parameter (left) and as a function of the
number of nearest neighbors (right)
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Figure 11: Acceleration of Kruskals MST algorithm fromn2lognto nlogn (left) and Comparison of
Kruskal’s MST to ournlogn MST algorithm (right)
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Figure 12: [a] Constructing the MST based on kNN based disc radius estimate could be a problem ion non-
uniform distributions due to the slow convergence of the length function (left). [b] As the dimensionality of
the dataset increases this problem aggravates and the partial search now approaches the full search (right).
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Figure 13: Image backgrounds have been synthesized using15 ICA bases elements each. The prominent
feature seen in the images (right) is translated across the image (center) (exaggerated for effect). The back-
ground remains unchanged. Curves for single pixel based�MI and ICA based�Jensen (right)
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Figure 14: For registration of two slices taken from Case 142: MST and histogram based entropy estimation
for single pixel features (left). MST and histogram based entropy estimation for 8D ICA features (center)
and 64D ICA feature vectors (right)
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Figure 15: Effect of additive Gaussian noise on the rms of the peak position of thealpha- MI objective
function estimated using histograms on single-pixel and feature coincidence trees of8� 8 tag features (left)
and feature coincidence trees on discrete ICA (8D and 16D) features (right). These plots are based on 20
repeated experiments for the Case 142 image and its rotated cousin (maximum rotation angle was16o).
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Figure 16: Effect of additive noise on the peak of the�- MI objective function estimated using histograms on
single pixels,�- Jensen function estimated using histograms on single-pixels and 8D discrete and continuous
ICA features.
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