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Figure 1:Diagram of a multiple antenna communication system
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Figure 2:Space-time transmitter/receiver.




Diversity and Degrees-of-Freedom

Folk definitions:

e Degrees-of-Freedom (DOF):
Aka multiplexing gain, transmit diversity

DOF is number of independent channels exploited by the transmitjer

e Diversity(DIV):
Aka processing gain, receive diversity
DIV is number of independent channels exploited by receiver



Example: SISO system

Received signal
X = \/ﬁhS +w, | =1,...,T

Channel capacity for energy-constrained signaling and informed receiyer

C~Tlog(p), (largep)

= "DOF advantage 13"
Probability of decoding error for BPSK with ML decoding:

—logPe ~ Tlog(p), (largep)

= "DIV advantage isT”



Example: SIMO system

Received signal
X =+phs+w, [ =1,....T

Channel capacity for energy-constrained signaling and informed receiyer

C~Tlog(p), (largep)

= "DOF advantage iNT”
Probability of decoding error for BPSK with ML decoding:

—logP. =~ NTlog(p), (largep)

= "DIV advantage INT”



Towards Formal Definition of DOF/DIV

1. Fix a rateR coder and mirP. decoder: denoted

2. Define

Definition 1
logP(p;M,N, T,C)

DIVunT(C) = A@oo loginfc Pe(p; 1,1,1,C)

Note: These definitions depend 6n



C-independent definitions of DOF/DIV of a channel:

Definition 2

. infclogPe(p;M,N,T,C)
DlVM,N,T (C) _ Ainoo infc |0g Pe(p, 1, 17 17C)

and

DOFunT(C) = lim sup; R(p;M,N,T,C) —im C(p;M,N,T)

p—o sup R(p;1,1,1,C)  p—w C(p;1,1,1) (4)

Note: for IR Rayleigh fading channels, consistent with

e Heath and Paulraj’s DOF (2001): asymptotic rate of minimum
Euclidean distance Ip

e Zheng and Tse's DOF (2002): asymptotic rat€gfiagein logp

e Tarokh et. al.’s DIV (1998): asymptotic exponent of nikain %




Application: Rayleigh fading MIMO system

| P
X =4/ =SH+W
MS—I—

X:TxN;STxM;andH: M x N

T: time interval over whiciH remains constant
H 1.i.d. Gaussian known to receiver (IR)

W i.i.d. AWGN

Constraint orC: tr{E[SS]} < TM.
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1. DOF: Channel capacity is

C = TE[logdefIy +pH™H)] = TE[logde{Iy + pHH)]

which is attained bys ~ N (0,clt @ Iy)

Hence:

DOF(M,N,T) = T min(M, N)

2. DIV: Let transmitter adopt the space-time QPSK signal adopted by
Tarokh etal (1999) and consider MAP receiver

Find:

DIV(M,N, T,C) =Nmin(M,T)
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DOF-DIV via error exponent approach

Gallager's Random Coding Error Exponents

e Establishes bound on probability of erféyfor any communication
system having information rat and transmitted distributioR(S)

Pe(p,M,N,T) < exp(—LEy (P(9),p))

e Error exponentEy (P(S),p) =

( )

1+y
max max{ — —In/ / X |93+ gp S] dX
maxmax] 1R x€x[s€s<p< 9) 9

- 7

~~

\ Eo(Y;Pc(S),p) /

e Special casg = 1 involves cutoff ratdR,: Pe < exp{— (R, —R)}

2
Ro(p,M,N, T) = rgle%xln/xex USGS (p(X\S))l/ZdP(S)] dx
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DIV and Cutoff Rate

= — -ND(S1[S
Ro(H) = r%a:lx ln//&,SzeGTdePSH(Sl)dPSH(SZ) e ND(&|S)

1. T/R Informed cutoff rateH known to both T/R
D(S1$) = 5 tr (H!(S1-$)!(S.-S)H) = DIV = Nmin(T, M)

2. R informed cutoff rateH known to R only

D(S1|S:) =Inir + (8- $)(S - )| = DIV =Nmin(T, M)

3. Uninformed cutoff rateH unknown to either T/R
Ir+ 558+ &:8))
\/‘lT +pSLSI‘ ‘lT +pSzSZ‘

D(S[|S) =In = DIV =N(min(T,2M) —min(




Error Exponent: DOF-DIV Tradeoff Analysis

For IR and GaussiaR(S) satisfyingE[tr{S'S}] < MT

Eo(y,Ps(S),p) = —logE |det( | Lot Pyt "
olY, FG ,P) = g M 1—|—yM

Hence:

—logPe(p,M,N,T) > Eo(y,P(S),p) —YR(p:M,N, T)

DIV (M,N,T) DOF(M,N,T)

0Eo(Y,P(S),p)
oy

R(p,M,N,T) =
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M=3,N=1,T=5

Figure 3:DOF(Cy) as a function of DIVC,). The y-intercept iF min(M,N) and
the x-intercept iNmin(M, T)
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Conclusions

DOF and DIV are convenient encapsulations of link performance

General system-dependent and -independent definitions for DOF pnd
DIV given

Our definitions specialize to previous definitions for Rayleigh
channels

Random coding exponents can be used to study design tradeoffs

between DOF and DIV



