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Abstract 

We consider the problem of tracking communi-
ties in social networks over time, which is a nat-
ural extension of community detection to dynam-
ic networks. The network of interest in this study 
consists of interactions between email spammers 
inferred by common usage of resources. We per-
form evolutionary spectral clustering on this 
network to reveal communities of spammers and 
track how they change with time. We conclude 
with a discussion of open problems and chal-
lenges presented by community tracking. 

1.  Introduction 

A fundamental problem in the analysis of social networks 
is the detection of communities. A community is often de-
fined as a group of nodes with much stronger ties to nodes 
within the group than to nodes outside of the group. Most 
studies of community detection in social networks have 
focused on static networks. The presence of the World 
Wide Web has given researchers access to dynamic social 
network data that is typically captured over a large period 
of time. Hence, the natural extension of community detec-
tion to dynamic networks is community tracking, which 
makes it possible to observe how communities grow, 
shrink, merge, or split with time. 

In this study we track communities in a network of inter-
actions between email spammers. Unlike with most social 
network data where interactions between nodes are direct-
ly observed, the interactions in this network must be in-
ferred from resource sharing. The data source for this 
study is Project Honey Pot1 and is described in Section 2. 

We make use of evolutionary spectral clustering to track 
communities of spammers over time. Spectral clustering 
is a popular method for community detection in static 

————— 
1Additional information on Project Honey Pot is available 

at the web site http://www.projecthoneypot.org. 

networks, and evolutionary spectral clustering provides us 
with the necessary extension to dynamic networks. In 
short, it assigns nodes to communities at each time so that 
the communities are representative of both current and 
past data. The evolutionary spectral clustering procedure 
and its application to tracking communities are discussed 
in Section 3. Finally, we present some preliminary analy-
sis results along with a discussion of open problems and 
challenges in community tracking in Sections 4 and 5. 

2.  Project Honey Pot data set 

Project Honey Pot is a distributed system for monitoring 
harvesting and spamming activity via a network of decoy 
web pages with trap email addresses embedded within the 
HTML source, known as honey pots. Harvesting is the 
process by which spammers acquire email addresses. Pro-
ject Honey Pot provides us with the IP address of the har-
vester and email server used for each spam email received 
at a trap address. A previous study on the Project Honey 
Pot data (Prince et al., 2005) found that while spammers 
often send spam in a distributed manner (e.g. by using 
botnets), harvesting is typically done in a centralized 
manner. Thus harvesters are likely to be associated with 
spammers, and in this study we assume that the harvesters 
monitored by Project Honey Pot are indeed representative 
of spammers. This allows us to associate each spam email 
with a spammer so that we can track communities of 
spammers. We shall refer to harvesters as spammers in 
the following, with the understanding that they are not the 
same entities but are very closely associated. 

Project Honey Pot has grown exponentially over time, 
with over 85,000 spammers tracked as of March 2010. 
The number of active spammers monitored by Project 
Honey Pot during 2006 and 2007 is shown in Figure 1. 
We focus our attention on the data collected during 2006, 
prior to the rapid growth. We divide the data set into 
equal time intervals, which we denote by the superscript 
 . At each time  , the data can be represented by an 
      matrix   , where    denotes the number of ac-
tive spammers at time  , and    denotes the number of 
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servers used. Each entry of    is given by    
     

    
 , 

where    
  denotes the number of emails sent by spammer 

  using server   during time interval  , and   
  denotes the 

number of addresses acquired by spammer   from the ini-
tial time interval up to time  .   

  is a normalization term 
to remove observation bias due to spammers acquiring 
different numbers of addresses and allows us to character-
ize behavior on a per-address basis. 

 

Figure 1. Number of active spammers in each month tracked by 

Project Honey Pot. 

3.  Methodology 

The objective of this study is to track communities of 
spammers over time. Since we are unable to observe di-
rect interactions between spammers, we use indirect inter-
actions to infer their social network. In particular, we take 
the ties between spammers to correspond to common us-
age of resources, namely the servers used to send spam 
emails. We represent the social network of spammers by a 
dynamic graph               where    is the set of 
nodes at time  , representing active spammers,    is the 
set of edges between nodes, representing inferred social 
ties between spammers, and    is the matrix of edge 
weights denoting the strengths of the ties, commonly re-
ferred to as the affinity matrix. Since    

  denotes the nor-
malized number of emails sent by spammer   using server 
  during time interval  , we take the weight of the edge 
between spammers    and    to be the dot product of rows 
   and    of   . 

The problem of identifying communities in the social 
network translates into finding a graph partition that max-
imizes similarity between nodes in the same group and 
minimizes similarity between nodes in different groups. 
Spectral clustering (von Luxburg, 2007) is a commonly 
used method for community detection in static graphs. 

3.1  Evolutionary spectral clustering 

A method for evolutionary spectral clustering has recently 
been proposed (Chi et al., 2007) to extend spectral clus-
tering to dynamic data. First we note that is possible to 
perform spectral clustering on dynamic data simply by 
clustering at each time using the most recent data. This 
approach has two main disadvantages: it is extremely sen-
sitive to noise, and it also produces clustering results that 
are inconsistent with results from previous time intervals. 

The objective of evolutionary spectral clustering is to 
identify communities that are representative of both cur-
rent and past data, resulting in clustering results that are 
smooth over time. Chi et al. (2007) showed that this could 
be accomplished by performing ordinary spectral cluster-
ing on a convex combination of current and past affinity 
matrices. Furthermore, a method for estimating the opti-
mal weights in the convex combination was proposed in 
(Xu et al., 2010), which we summarize in the following. 

We define the smoothed affinity matrix at time   to 
be   ̅     ̅             for     and  ̅  
  .    can be interpreted as a forgetting factor that con-
trols the amount of smoothing to be applied. It was found 
that the forgetting factor that minimizes the squared Fro-
benius error  [‖ ̅       ‖ 

 ] is given by 

   
∑ ∑    (   

 ) 
   

 
   

∑ ∑ {[ ̅  
     (   

 )]
 
    (   

 )} 
   

 
   

  

In a real application however, the means and variances of 
the entries of    are not known, so the optimal    cannot 
be computed. It can, however, be approximated by replac-
ing the unknown means and variances with sample means 
and variances. We refer interested readers to (Xu et al., 
2010) for the details of the implementation. 

3.2  Tracking communities over time 

There are several additional challenges in order to track 
communities over time. While evolutionary spectral clus-
tering provides a clustering result at each time that is con-
sistent with past results, one still faces the challenge of 
matching communities at time   with communities at time 
   . Also, communities can merge or split, and nodes 
may enter or leave the network at various times. 

We address the first issue by performing majority vote be-
tween community memberships at time   and     to 
match communities between time intervals. We first 
match the largest community at time  , then the second 
largest, and continue in this fashion until all communities 
have been exhausted. 

The issue of communities merging or splitting is intimate-
ly related to the problem of identifying the number of 
communities in a graph. Any heuristic for choosing the 
number of communities in ordinary spectral clustering, 
such as the eigengap heuristic (von Luxburg, 2007), can 
also be used in evolutionary spectral clustering by apply-
ing it to  ̅  instead of   . 

Finally, the issue of nodes entering or leaving the network 
can be dealt with in the following manner. Nodes that 
leave the network between times     and   can simply 
be removed from  ̅   . Nodes entering the network at 
time   do not have corresponding rows or columns in 
 ̅    to perform smoothing with. These nodes can be 
removed from    in order to estimate   , then re-inserted 
into  ̅  so that they will be clustered as well. 

2006-01 2006-06 2006-11 2007-04 2007-09
0

2000

4000

6000

8000

Month

S
p
am
m
er
s



Tracking Communities of Spammers by Evolutionary Clustering 

 

4.  Preliminary results 

We applied evolutionary spectral clustering to the Project 
Honey Pot data from 2006 at one-month time intervals. 
The estimated forgetting factor    at each month is shown 
in Figure 2. 

 

Figure 2. Estimated forgetting factor    at each month. 

Notice that    drops around April, September, and De-
cember, suggesting changes in the community structure 
during these months. The community memberships by 
month are displayed in Figure 3 for the 240 spammers 
who were active for the entire year. Indeed in April, Sep-
tember and December, there are significant changes in the 
community structure. A large change also takes place in 
July, but there is only a small decrease in    for July. 

 

Figure 3. Heat map of community memberships by month. Each 

row of the heat map corresponds to a spammer, and each color 

denotes a community. The rows have been grouped by average 

linkage hierarchical clustering as indicated by the dendrogram 

on the left of the heat map. 

One particular challenge in our analysis is the selection of 
the number of communities at each time. We applied the 
eigengap heuristic on the smoothed affinity matrix  ̅ , 
but many gaps between eigenvalues appear, so it is not a 
definitive criterion for selecting the number of communi-
ties. A poor choice for the number of communities may 
create the appearance of communities merging or splitting 
when there is no actual change occurring. 

5.  Discussion 

Our analysis has highlighted several major challenges that 
temporal tracking of communities presents in addition to 

the challenges present in static community detection. Val-
idating a clustering result is already a difficult task in or-
dinary clustering, especially if one deals with an unla-
beled social network. For example in (Xu et al., 2009) we 
validate communities of spammers by demonstrating that 
communities revealed by ordinary spectral clustering di-
vide into communities of phishing spammers and com-
munities of non-phishing spammers. Evolutionary cluster-
ing also adds the challenge of validating changes in com-
munities over time. One possible method for doing so is 
to compare    with times of known major events or 
change points, if this information is available. Further re-
search is required to develop additional validation tech-
niques for evolutionary clustering results. 

Another major challenge and an open problem in both 
static and evolutionary clustering is the selection of the 
number of communities. The availability of data at multi-
ple time intervals may actually simplify this problem 
since one would expect that the number of communities, 
much like the community memberships, should vary 
smoothly with time. Hence, the development of methods 
specifically for selecting the number of clusters in evolu-
tionary clustering is another interesting area of future re-
search. 
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