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Abstract

This paper presents a systematic approach for the design of continuous-time controllers to robustly and exponentially

stabilize periodic orbits of hybrid dynamical systems arising from bipedal walking. A parameterized familyof continuous-

time controllers is assumed so that (1) a periodic orbit is induced for the hybrid system, and (2) the orbit is invariant

under the choice of controller parameters. Properties of the Poincaré map and its �rst- and second-order derivatives are

used to translate the problem of exponential stabilizationof the periodic orbit into a set of Bilinear Matrix Inequalities

(BMIs). A BMI optimization problem is then set up to tune the parameters of the continuous-time controller so that the

Jacobian of the Poincaré map has its eigenvalues in the unit circle. It is also shown how robustness against uncertainty in

the switching condition of the hybrid system can be incorporated into the design problem. The power of this approach

is illustrated by �nding robust and stabilizing continuous-time feedback laws for walking gaits of two underactuated 3D

bipedal robots.
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1. Introduction

This paper addresses the problem of designing continuous-time controllers to robustly andexponentially stabilize periodic

orbits of hybrid dynamical systems. Hybrid systems exhibitcharacteristics of both continuous-time and discrete-time

dynamical systems and are used to model a large range of processes (Bainov and Simeonov,1989; Ye et al., 1998; Haddad

et al., 2006; Goebel et al., 2012) including power systems (Hiskens and Pai, 2000a) and mechanical systems subject

to impacts (Grizzle et al., 2001; Westervelt et al., 2007; Ames et al., 2009, 2007; Spong and Bullo, 2005; Manchester

et al., 2011; Gregg et al., 2012; Gregg and Spong, 2008; Holm et al., 2007; Dai and Tedrake, 2012; Tedrake et al., 2004;
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Akbari Hamed et al., 2012; Chevallereau et al., 2009; Sreenath et al., 2013; Grizzle et al., 2014; Hurmuzlu and Marghitu,

1994; Martin and Schmiedeler, 2014). Our motivation is to design robust stabilizing continuous-time controllers for 3D

bipedal robots with high degrees of underactuation, but theresults we present apply to non-hybrid as well as hybrid

systems (Arnold, 1996; Haddad and Chellaboina, 2008; Parker and Chua, 1989).

The most basic tool to investigate the stability of hybrid periodic orbits is the method of Poincaré sections (Arnold,

1996; Parker and Chua, 1989; Haddad and Chellaboina, 2008; Haddad et al., 2006; Grizzle et al., 2001). In this approach,

the evolution of the system on the Poincaré section, a hypersurface transversal to the periodic orbit, is described by a

discrete-time system referred to as the Poincaré return map. In general, there is no closed-form expression for the Poincaré

map, and this complicates the design of continuous-time controllers. Hence, stabilization of periodic orbits for hybrid

systems is often achieved with multi-level feedback control architectures, in which continuous-time feedback laws are

employed at the lower levels of the control scheme to create the periodic orbit. As the lower-level controllers may not

ensure exponential stability of the orbit, a set of adjustable parameters is introduced to the continuous-time controllers.

These parameters are then updated by higher-level event-based controllers when state trajectories cross the Poincaré

section (Grizzle (2006); Chevallereau et al. (2009); Gregget al. (2012); Ramezani et al. (2013); Akbari Hamed and

Grizzle (2014); Sreenath et al. (2013);Raibert (1986); Buehler et al. (1994); Carver et al. (2009);Ankarali and Saranli

(2011); Remy (2011); Seipel and Holmes (2007); Seyfarth et al. (2003)).The event-based controllers are designed to

render the Jacobian of the Poincaré map around the �xed pointa Hurwitz matrix.This control strategy has a long history

in robotics, biomechanics, control, and applied math.

One drawback of achieving stability via event-based controllers is the potentially large delay between the occurrence

of a disturbance and the event-based control effort. Alternative approaches attempt to achieve stability at the �rst level.

Chevallereau et al. (2009) made use of a nonlinear optimization problem to minimize the spectral radius of the Jacobian

of the Poincaré map for simultaneous design of periodic orbits and continuous-time controllers. Diehl et al. (2009)

introduced a smoothed version of the spectral radius and a nonlinear optimization problem to generate maximally stable

periodic orbits. This approach was employed to design parameters and optimal control inputs of a fully actuated bipedal

robot with2 degrees of freedom (DOF). Both methods require recomputation of the Jacobian matrix at each iteration

of the optimization. For mechanical systems with many degrees of freedom and underactuation (such as the 3D bipedal

robot ATRIAS (Ramezani et al., 2013), which has13 DOF and6 actuators), the cost of numerically computing the

Poincaré map and its Jacobian makes these methods impractical. Other approaches make use of the moving Poincaré

section analysis and transverse linearization techniquesto design model-based and time (phase) varying LQR controllers

for asymptotic stability of periodic orbits (Shiriaev et al., 2010; Manchester et al., 2011). These approaches have notbeen

extensively evaluated on legged robots.Chevallereau et al. (2009) also made use of “physical intuition” in designing

stabilizing continuous-time controllers based on the virtual constraints approach (Grizzle et al., 2001; Westerveltet al.,

2007; Freidovich et al., 2009; Ames, 2014; Gregg et al., 2014; Maggiore and Consolini, 2013; Shiriaev et al., 2004) for

walking of a 3D bipedal robot. However, for ATRIAS, another 3D bipedal robot with series elastic actuators, the same

physical intuition did not work (Ramezani et al., 2013). This underlines the unreliability of non systematic approaches

for designing stabilizing controllers.

The contribution of this paper is to present a systematic method based on sensitivity analysis and bilinear matrix

inequalities (BMIs) to design continuous-time controllers that provide robust exponential stability of a given periodic

orbit without relying on event-based controllers.A condition requiring that a sum of matrices be positive de�nite is

called a matrix inequality. When the sum of matrices has an af�ne parameterization, such as

LMI (x) := A0 +
nX

i =1

A i x i > 0;
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it is called a Linear Matrix Inequality (LMI). When the sum isexpressed as

BMI(x; y) := A0 +
nX

i =1

A i x i +
mX

j =1

B j yj +
nX

i =1

mX

j =1

Cij x i yj > 0;

it is called a BMI. Many problems in control, such as control structure selection, robust controller analysis and design,

can be written in terms of LMIs and BMIs (VanAntwerp and Braatz, 2000; Toker and Ozbay, 1995).Our approach

assumes that a family of parameterized continuous-time controllers has been designed so that (1) the periodic orbit is an

integral curve of the closed-loop system and (2) the orbit isinvariant under the choice of parameters in the controllers.

By investigating the properties of the Poincaré map and its �rst- and second-order derivatives, a sensitivity analysisis

presented. On the basis of the sensitivity analysis, the problems of robust and exponential stability are translated into

a set of BMIs. A BMI optimization problem is then set up to tunethe parameters of the continuous-time controllers.

Finally, this approach is illustrated to design continuous-time controllers for two underactuated 3D bipedal robots with

8 and13DOF, respectively.

Hobbelen and Wisse (2007) introduced the gait sensitivity norm for the study of disturbance rejection in limit-

cycle walkers. They calculated the Jacobian matrices on thePoincaré section based on typical perturbation analysis. In

particular, for all initial conditions and disturbances, the approach runs the full-state model to calculate the Jacobian

matrices. Their approach was demonstrated on a2 DOF bipedal robot. The current paper provides additional results.

First, a more systematic numerical approach is given to calculate the relevant Jacobian matrices. In particular, we relate

the sensitivity matrices on the Poincaré section tothenonlinear model using the variational equation (Parker andChua,

1989, Appendix D). Second, we present a closed-form expression to calculate the sensitivity with respect to the ground

height changes. Finally, in regards to feedback design, a systematic approach based on BMIs is presented to reduce the

sensitivity of a bipedal robot to step-down or step-up disturbances.

Some of the results in this paper (namely, those illustrating exponential stabilization of periodic orbits for the8 DOF

bipedal robot) were already presented without mathematical proof in (Akbari Hamed et al., 2014). This paper extends

the analysis to a broader class of systems and illustrates how to simultaneously optimize the continuous-time controller

for robustness and exponential stability. In particular, motivated by the problem of stable walking on uneven ground,

the sensitivity analysis is extended to model robustness ofthe orbit against uncertainty in the switching condition ofthe

hybrid system. Furthermore, the approach is extended to hybrid systems with multiple continuous-time phases. Proofs

of the key theorems are provided. Finally, the paper extendsthe earlier results for full-state stability as well as stability

modulo yaw for 3D bipedal robots.

This paper is organized as follows. Section 2 presents the formal de�nitions related to hybrid systems and the

Poincaré map. Required conditions on the periodic orbit andfamily of parameterized continuous-time controllers are

presented to set up the sensitivity analysis. Two families of continuous-time controllers satisfying the required conditions

are presented. Section 3 presents the BMI conditions to formulate an optimization problem to guarantee exponential

stability. Section 4 extends the sensitivity analysis to form the modi�ed BMI optimization problem for robust stability.

Section 5 presents effective numerical approaches for the sensitivity analysis. Section 6 extends the analytical results

to the hybrid models of bipedal walking and illustrates the method to design robust and stabilizing continuous-time

controllers for two underactuated bipedal robots. Section7 contains concluding remarks.

2. Sensitivity Analysis for Stabilization of Hybrid Periodic Orbits

The objective of this section is to present the sensitivity analysis for exponential stabilization of periodic orbits for hybrid

systems arising from bipedal walking. The results of this section will be utilized in Sections 3 and 4 to set up the BMI



4 Journal name 000(00)

optimization problems. We consider a hybrid system with onecontinuous-time phase as follows

� :

(
_x = f (x) + g(x) u; x � =2 S

x+ = �( x � ); x � 2 S;
(1)

in whichx 2 X andX � Rn +1 denote thevector of state variablesandn + 1 -dimensionalstate manifold, respectively.

The continuous-time control input is represented byu 2 U, whereU � Rm is an openset of admissible control values.

In addition,f : X ! TX and columns ofg are smooth (i.e.,C1 ) vector �elds, in which TX represents thetangent

bundleof the state manifoldX . Theswitching hypersurfaceS is then-dimensional manifold

S := f x 2 X j s(x) = 0 g; (2)

on which the state solutions undergo a sudden jump accordingto there-initialization rulex+ = �( x � ). Here,s : X ! R

is a real-valued andC1 switching functionwhich satis�es@s
@x(x) 6= 0 for all x 2 S. Moreover,� : X ! X denotes the

C1 reset map. x � (t) := lim � % t x(� ) andx+ (t) := lim � & t x(� ) represent the left and right limits of the state trajectory

x(t), respectively.As in (Grizzle et al., 2001), the solution of the hybrid system (1) is assumed to be right continuous.

In particular, it is constructed by piecing together the �owof _x = f (x) + g(x) u such that the discrete transition takes

place when this �ow intersects the switching hypersurfaceS. The new initial condition for_x = f (x) + g(x) u is then

determined by the reset mapx+ = �( x � ).

2.1. Closed-Loop Hybrid Model

In this subsection, we assume that the continuous-time controller can be expressed as the followingparameterized

feedback law

u = �( x; � ); (3)

in which � := ( � 1; � � � ; � p)> 2 � and� � Rp represent the �nite-dimensionalparameter vectorandset of admissible

parameters, respectively, for some positive integerp. Moreover,� : X � � ! U is a C1 map and “> ” denotes the

matrix transpose. By employing the continuous-time feedback law (3), the closed-loop hybrid model is parameterized

as follows

� cl
� :

(
_x = f cl(x; � ); x � =2 S

x+ = �( x � ; � ); x � 2 S;
(4)

where the superscript “cl” stands for the closed-loop dynamics andf cl(x; � ) := f (x) + g(x) �( x; � ) is the closed-loop

vector �eld. For later purposes, the unique solution of the closed-loop ordinary differential equation (ODE)_x = f cl(x; � )

with the initial conditionx(0) = x0 is represented by' (t; x 0; � ), wheret � 0 belongs to the maximal interval of

existence. Next, thetime-to-reset functionT : X � � ! R� 0 is de�ned as the �rst time at which the solution' (t; x 0; � )

intersects the switching manifoldS, i.e.,

T (x0; � ) := inf f t > 0 j ' (t; x 0; � ) 2 Sg : (5)

Remark 1 (Parameterized Reset Map). In the closed-loop hybrid model of (4), the reset map is also parameterized by

� . Our motivation for this is to extend the sensitivity approach for hybrid systems with multiple continuous-time phases

of bipedal walking in Section 6. In particular, hybrid systems with multiple continuous-time phases can be expressed

as hybrid systems with one continuous-time phase as in (4), in which the reset map� represents the composition of

the �ows for the remaining continuous-time and discrete-time phases. Consequently,� includes the parameters of the

controllers employed during other phases (see Section 6 formore details).
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2.2. Periodic Orbit Assumptions

Throughout this paper, we shall assume that the following assumptions are satis�ed.

Assumption 1(Invariant Periodic Orbit). There exists aperiod-one orbitO for the parameterized closed-loop hybrid

model (4) which isinvariant under the choice of the parameter vector� . This assumption can be expressed precisely as

follows:

1. There exists anominalinitial conditionx �
0 2 X nS such that the solution of the ODE_x = f cl(x; � ) with x(0) = x �

0

is independent of� , i.e., @'
@� (t; x �

0; � ) = 0 for all t � 0 and all� 2 � , where “n” represents the set difference. For

later purposes, thisinvariant andnominal solutionis denoted by

' � (t) := ' (t; x �
0; � ); t � 0: (6)

2. The time-to-reset function, evaluated at the nominal initial conditionx = x �
0, is bounded, that is,

T (x �
0; � ) = T � < 1 ; 8� 2 � ;

whereT � is the elapsed time for the nominal solution to hit the switching hypersurfaceS.

3. The reset map� satis�es thereset invariancecondition

�( x �
f ; � ) = x �

0; 8� 2 � ; (7)

i.e., @�
@� (x

�
f ; � ) = 0 for all � 2 � , where

x �
f := ' � (T � ) 2 S (8)

is the intersection of the nominal solution with the switching hypersurfaceS.

The invariant periodic orbitO is then given by1

O := f x = ' � (t) j 0 � t < T � g (9)

for whichT � is thefundamental period. Assumption 1 states thatO is a periodic orbit of the parameterized closed-loop

hybrid model (4) for all� 2 � . The role of this assumption, versus a weaker assumption on the �xed point alone, will

be clari�ed later in the paper; see Remark 5 and Appendix C.

Assumption 2(Transversality Condition). The period-one orbitO in (9) is transversalto the switching manifoldS in

the sense that
@s
@x

(x �
f ) f cl(x �

f ; � ) 6= 0 : (10)

From Assumption 2, it can be concluded that the periodic orbit O is not tangent to the switching manifoldS at

the pointx = x �
f . In the next subsection, we will present two examples of continuous-time feedback laws satisfying

Assumption 1.

2.3. Two Families of Parameterized and Continuous-Time Feedback Laws Satisfying the Invariance

Assumption

This subsection presents two families of parameterized andcontinuous-time feedback laws satisfying the invariance

condition in Assumption 1 for a given periodic orbitO. If the hybrid system includes just one continuous-time phase,

1 Here, we assume that the solutions of the hybrid system (4) are right continuous.
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the reset map� in (4) is not parameterized by� and Item 3 of Assumption 1 is immediately satis�ed. For the case of

multiple continuous-time phases, Section 6 will present conditions under which Item 3 is met. Here, we check Item 1

for the examples and we assume that Item 3 is satis�ed2. For this goal, we �rst present the following lemma.

Lemma 1 (Invariant Solution of the ODE). Consider the solution of the ODE_x = f cl(x; � ) with x(0) = x0. Then,
@'
@� (t; x 0; � ) = 0 for all t � 0 if and only if

@fcl

@�
(x; � )

�
�
�
x = ' ( t;x 0 ;� )

= 0 ; 8t � 0:

Proof.See Appendix A.

From Lemma 1, one can immediately conclude that Item 1 of Assumption 1 is equivalent to

@fcl

@�
(x; � )

�
�
�
x 2 O

=
@
@�

(f (x) + g(x) �( x; � ))
�
�
�
x 2 O

= g(x)
@�
@�

(x; � )
�
�
�
x 2 O

= 0 ;

(11)

where

O := f x = ' � (t) j 0 � t � T � g = O [ f x �
f g

denotes the set closure ofO. Next to present the families of controllers, we assume thatthere is aC1 feedback law

� � (x), referred to as thefeedforward term, which generates the nominal trajectory' � (t) in the sense that' � (t) is the

unique solution of_x = f (x) + g(x) � � (x). Suppose further that the following assumption is satis�ed.

Assumption 3(Phasing Variable). Corresponding to the periodic orbitO, there exists a real-valued andC1 function

� : X ! R, referred to as thephasing variable, which is strictly monotonic (i.e., strictly increasing ordecreasing) on

the orbitO, that is,
_� (x) =

@�
@x

(x) f cl(x; � ) 6= 0 ; 8x 2 O:

Under Assumption 3, the desired evolution of the state variables on the orbitO can be expressed in terms of the

phasing variable� rather than the time variablet. The phasing variable replaces time, which is a key to obtaining time-

invariant controllers that realize exponential orbital stability of O. In particular, let�( t) represent the time evolution

of the phasing variable onO. Then, one can de�ne thedesired evolution of the state variableson O in terms of� as

follows3

xd(� ) := ' � (t)
�
�
�
t =� � 1 ( � )

; (12)

in which t = � � 1(� ) denotes the inverse of the strictly monotonic function� = �( t). Reference (Burden et al., 2015,

Section IV-D) shows that Assumption 3 follows directly fromAssumptions 1 and 2 on the periodic orbit.

Example 1(Feedforward and Linear State Feedback Law). The �rst family of parameterized continuous-time controllers

can be expressed as

�( x; � ) := � � (x) � K (x � xd(� )) ; (13)

whereK 2 Rm � (n +1) represents acontroller gain matrixto be determined. Here, one can assume that the parameter

vector� includes the elements of the gain matrixK , i.e.,� := vec(K ) 2 Rp, in which vec(:) is thevectorization operator

2 Since the orbit is given here, Item 2 is satis�ed in the sense that the fundamental period of the orbit is bounded.
3 This can also be expressed asxd(� ) = xd(�( t )) = ' � (t ).
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acting on matrices andp := m (n + 1) . It can be easily shown that@�
@� (x; � ) = 0 for all x 2 O and� 2 � . Hence, from

(11), the feedback law (13) preserves the orbitO for all � 2 � .

Example 2 (Input-Output Linearizing Feedback Law). For the second family of continuous-time controllers, a

parameterized output functiony(x; � ) with the property dim(y) = dim(u) = m is de�ned as follows

y(x; � ) := H (x � xd(� )) ; (14)

in which H 2 Rm � (n +1) is theoutput matrixto be determined and parameterized by� as� := vec(H ) 2 Rp, and

p := m (n + 1) . The output functiony(x; � ) in (14) vanishes on the orbitO and we assume that� is de�ned as an open

subset ofRp such thaty(x; � ) has uniform vector relative degreer with respect tou on an open neighborhood ofO for

all � 2 � . The input-output linearizing controller takes the form

�( x; � ) := �
�

L g L r � 1
f y(x; � )

� � 1
L r

f y(x; � )

�
�

L g L r � 1
f y(x; � )

� � 1 r � 1X

i =0

ki L i
f y(x; � )

(15)

whereki ; i = 0 ; 1; � � � ; r � 1 are constant scalars such that the polynomial� r + kr � 1 � r � 1 + � � � + k0 = 0 is Hurwitz.

Employing the feedback law (15) results in the following output dynamics

y( r ) + kr � 1 y( r � 1) + � � � + k0 y = 0 ; (16)

for which the origin(y; _y; � � � ; y( r � 1) ) = (0 ; 0; � � � ; 0) is exponentially stable. Next, we show that@�
@� (x; � ) = 0 for all

x 2 O and� 2 � . To do this, we de�ne theparameterized zero dynamics manifoldcorresponding to the outputy(x; � )

as follows

Z (� ) := f x 2 X j y(x; � ) = L f y(x; � )

= � � � = L r � 1
f y(x; � ) = 0 g

on which the output functiony(x; � ) is identically zero. From the assumption of a vector relative degree, the decoupling

matrix L g L r � 1
f y(x; � ) has full rank and is square on an open neighborhood ofO, and the control drivingy(x; � ) to

zero is unique on each zero dynamics manifold (Isidori, 1995, pp. 226). Furthermore, the orbitO is common to all of

the various zero dynamics manifolds. Hence, the control restricted to the orbit is independent of� . One can de�ne a

feedforward term as� (L g L r � 1
f y(x; � )) � 1 L r

f y(x; � ) which is the �rst term in (15). This term can also be obtained

by restricting the feedaback law (15) to the zero dynamics manifold Z (� ). In this example, the feedforawrd term is a

function of� . However according to the explanation provided above, thisfeedforward term, when restricted to the orbit

O, is independent of� .

2.4. Poincaré Return Map and Sensitivity Analysis

The objective of this subsection is to present the Poincaré return map and sensitivity analysis for exponential stabilization

of the periodic orbitO for the closed-loop hybrid model (4). Here, the Poincaré section is taken as the switching manifold
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S and the Poincaré return map is de�ned asP : X � � ! X by4

P(x; � ) := ' (T (�( x; � ); � ); �( x; � ); � ) (17)

which results in the following discrete-time system (see Fig. 1)

x[k + 1] = P(x[k]; � ); k = 0 ; 1; � � � : (18)

The discrete-time system (18) maps the evolution of the hybrid system's state from a point onS back toS. According

to Assumption 1 and construction procedure (17),x �
f is a�xed point of the Poincaré mapP for all � 2 � , i.e.,

P(x �
f ; � ) = x �

f ; 8� 2 � : (19)

One immediate consequence of the invariant �xed point in (19) is that

@P
@�

(x �
f ; � ) = 0 ; 8� 2 � ;

and hence, an event-based control action cannot be employedto modify the stability property of the periodic orbitO

(Grizzle, 2006), (Westervelt et al., 2007, Chap. 4)5. Linearization of the discrete-time system (18) around the�xed point

x �
f then results in

�x [k + 1] =
@P
@x

(x �
f ; � ) �x [k]; k = 0 ; 1; � � � ; (20)

in which�x [k] := x[k] � x �
f . In order to exponentially stabilize the periodic orbitO, we would like to tune the constant

parameter vector� such that the Jacobian matrix@P
@x(x

�
f ; � ), when restricted to thetangent spaceTx �

f
S, becomes

Hurwitz in the sense that all of its eigenvalues lie inside the unit circle. However, in general there is no closed-form

expression for the Poincaré mapP(x; � ) nor for its Jacobian@P
@x(x

�
f ; � ). Therefore the Poincaré map is usually obtained by

numerical integration of the closed-loop hybrid model (4),while the Jacobian matrix@P
@x(x

�
f ; � ) is obtained by numerical

differentiation. The situation is more critical in mechanical systems with high degrees of freedom and high degrees of

underactuation. For these systems, the numerical calculations are time consuming. In particular, employing nonlinear

optimization algorithms to tune the parameter vector� would require extensive recomputation of the high dimensional

Jacobian matrix at each iteration. To resolve this problem,we turn our attention to thesensitivity analysis. For this

purpose, let� � 2 � represent anominal parameter vector. By computing the Taylor series expansion of@P
@x(x

�
f ; � )

around� � for suf�ciently small k� � � � k, (20) becomes

�x [k + 1] =

 
@P
@x

(x �
f ; � � ) +

pX

i =1

@2P
@�i @x

(x �
f ; � � ) � � i

!

�x [k]; (21)

where� � := (� � 1; � � � ; � � p)> := � � � � and @2 P
@�i @x(x

�
f ; � � ); i = 1 ; � � � ; p aresensitivity matrices. The objective is

to tune� � such that the origin�x = 0 becomes exponentially stable for (21). Section 3 will translate the stabilization

problem into a BMI optimization problem. The robust stability problem will be addressed in Section 4. In addition,

effective numerical approaches to calculate the sensitivity matrices will be presented in Section 5.

4 Here, the Poincaré map is considered as a partial mapping from X to X to simplify the computation of the sensitivity matrices in Section 5. However
for the purpose of stabilization, Section 3 will provide a set of coordinates for the tangent space Tx �

f
S to better represent the Jacobian matrix

Dx P (x �
f ; � ) : Tx �

f
S ! Tx �

f
S.

5 The event-based controller design approach of (Westerveltet al., 2007, Chap. 4) assumes controllability (or at least stabilizability) of the pair
( @P

@x (x �
f ; � ); @P

@� (x �
f ; � )) . Since@P

@� (x �
f ; � ) = 0 , this approach cannot be employed here.
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Fig. 1. Illustration of the Poincaré return mapx[k + 1] = P(x[k]; � ) for the parameterized closed-loop hybrid model (4). The bold
and dashed curves correspond to the continuous-time and discrete-time dynamics_x = f cl(x; � ) andx+ = �( x � ; � ), respectively.

3. Translation of the Stabilization Problem into a Set of BMIs

The objective of this section is to translate the problem of exponential stabilization of the origin�x = 0 for the linearized

discrete-time system (21) into a set of BMIs. To this end, we �rst present a set of coordinates for the tangent space Tx �
f
S.

In (20) and (21), the Poincaré map is considered fromX to X . In order to study the exponential stability behavior of

the periodic orbitO, we need to pre and post multiply the Jacobian matrix@P
@x(x

�
f ; � ) by constantprojection and lift

matrices, respectively, to obtain a linear operator from then-dimensional tangent space Tx �
f
S to Tx �

f
S. In particular, let

� proj 2 Rn � (n +1) and� lift 2 R(n +1) � n denoteprojectionandlift matrices, respectively. Next, assume that�x 2 Rn +1

is a small perturbation such that@s
@x(x

�
f ) �x = 0 (this is to make sure that�x belongs to the tangent space Tx �

f
S, see (2))

and let�z 2 Rn be the corresponding coordinates for Tx �
f
S, i.e.,

�z = � proj �x

�x = � lift �z:

Then, from (21), the evolution of�z [k]; k = 0 ; 1; � � � can be expressed as

�z [k + 1] =

 

A0 +
pX

i =1

A i � � i

!

�z [k]; k = 0 ; 1; � � � ; (22)

where

A0 := � proj
@P
@x

(x �
f ; � � ) � lift 2 Rn � n

A i := � proj
@2P

@�i @x
(x �

f ; � � ) � lift 2 Rn � n ; i = 1 ; � � � ; p:
(23)

Remark 2 (Properties of the Projection and Lift Matrices). The projection and lift matrices have the following properties

(i) � proj � lift = I n � n

(ii )
@s
@x

(x �
f ) � lift = 0 :

Next, we present the following theorem to translate the tuning of the constant perturbation vector� � for exponential

stabilization of�z = 0 into a set of BMIs.

Theorem 1(BMIs for Stabilizations of the Origin). The following statements are correct.
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1. There exists ann � np matrixB such that

A0 +
pX

i =1

A i � � i = A0 + B (I n � n 
 � � );

in which “
 ” denotes the Kronecker product.

2. The origin�z = 0 is exponentially stable for(22) if there existW = W > 2 Rn � n , � � 2 Rp, and a scalar� � 0

such that the following BMI is satis�ed

"
W A0 W + B (I n � n 
 � � ) W

? (1 � � ) W

#

> 0;
(24)

in which “?” denotes the transpose of the block(1; 2).

Proof.For Part 1, we claim there exists a matrixB 2 Rn � np such that for all� � 2 Rp,

pX

i =1

A i � � i = B (I n � n 
 � � ) : (25)

To show this, let us partition theB matrix as

B =
h
B1 B2 � � � Bn

i
;

whereB j 2 Rn � p for j = 1 ; � � � ; n. From the de�nition of the Kronecker product,

B (I n � n 
 � � ) =
h
B1 � � � Bn

i

2

6
6
6
6
4

� � � � � 0

0 � � � 0
...

...
...

0 � � � � �

3

7
7
7
7
5

:

Hence, thej -th column ofB (I n � n 
 � � ) is B j � � for j = 1 ; � � � ; n. To satisfy (25), one can conclude that

B j � � =
pX

i =1

A i (:; j ) � � i ; (26)

whereA i (:; j ) represents thej -th column ofA i . Next, differentiating both sides of (26) with respect to� � together with
@� � i
@� � = e>

i ; i = 1 ; � � � ; p yields

B j =
pX

i =1

A i (:; j ) e>
i ; j = 1 ; � � � ; n (27)

which completes the proof of Part 1.

For Part 2, from (24), it can be concluded thatW > 0 and(1 � � ) W > 0 which together with� � 0 result

in � 2 [0; 1). Let us consider the Lyapunov functionV [k] := V (�z [k]) := �z [k]> W � 1 �z [k]. Next, using Schur's

complementLemma(VanAntwerp and Braatz, 2000, Section 4.4),

W (A0 + B (I n � n 
 � � )) > W � 1 (A0 + B (I n � n 
 � � )) W � W < � � W: (28)
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Pre and post multiplying (28) withW � 1 yields� V [k] := V [k + 1] � V [k] < � � V [k], and hence,

k�z [k]k2 <

s
� max (W � 1)
� min (W � 1)

(1 � � )k k�z [0]k2 (29)

for k = 1 ; 2; � � � , in which� min (:) and� max (:) denote the minimum and maximum eigenvalues, respectively.

In order to have a good approximation based on the Taylor series expansion in (21), we are interested in solutions

of (24) with minimum2-norm of� � . Moreover, according to the upper bound for the discrete-time solutions in (29),

reducing(1 � � ) will increase the rate of convergence. Hence, to tune the constant perturbation� � , we set up the

following BMI optimization problem

min
W; � �;�;


� w � + 
 (30)

s.t.

"
W A0 W + B (I n � n 
 � � ) W

? (1 � � ) W

#

> 0

k� � k2
2 < 


� � 0;

in whichw > 0 is a positive weighting factor as atradeoff between improving the convergence rate and minimizing the

2-norm of� � . In addition, using Schur'scomplementLemma,k� � k2
2 < 
 can also be expressed as the following LMI

"
I p� p � �

� � > 


#

> 0:

Finally, the optimization problem (30) becomes

min
W; � �;�;


� w � + 
 (31)

s.t.

"
W A0 W + B (I n � n 
 � � ) W

? (1 � � ) W

#

> 0

"
I p� p � �

? 


#

> 0

� � 0:

For later purposes, we remark that
 and
p

1 � � represent an upper bound fork� � k2
2 and an upper bound for the spectral

radius ofA0 + B (I n � n 
 � � ), respectively.

Remark 3. Many problems in control theory can be reduced to �nding a setof scalars� i for i = 1 ; � � � ; p such that

an af�ne combination of a given set of matrices asA0 +
P p

i =1 A i � i becomes Hurwitz. One example is �nding a static

output feedback gainK such thatA � BKC becomes stable. These problems are non-convex. Although there are some

analytical conditions for the casep = 1 (Soh, 1990; Gounaridis-Minaidis and Kalouptsidis, 1986),to the best of the

authors' knowledge, no general analytical solutions exist. Anderson et al. (1975) showed that the static output feedback

design problem can be attacked using the Tarski-Seidenbergdecision methods. However, the computational burden can

become very large for even simple problems (Anderson et al.,1975, Conclusions). In this paper, we make use of the

proposed BMI optimization formulation in Theorem 1 to exponentially stabilize periodic orbits for hybrid systems. This

framework will be extended in Section 4 to handle the robust stabilization problem during walking on uneven ground.

Furthermore, the proposed BMI optimization can be solved with existing software packages, e.g., (TOMLAB, 2015). In
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particular, Sections 6.3 and 6.6 will show that the robust stabilization problem of periodic walking of an underactuated

3D bipedal robot withp = 78 parameters can be solved in this BMI framework using available software packages.

4. Robust Stabilization of the Periodic Orbit as a BMI Optimization Problem

The objective of this section is to address the robust stabilization of the periodic orbitO against uncertainty in the

switching condition of (2) as a BMI optimization problem. Our motivation for this problem comes from stable bipedal

walking over uneven ground (Manchester et al., 2011; Dai andTedrake, 2012; Hobbelen and Wisse, 2007; Saglam

and Byl, 2013). To make this precise, we assume a general formof the switching manifold in (2) and denote it bySd,

parameterized by a scalard, as follows

Sd := f x 2 X j s(x) = dg; (32)

in which d 2 D andD := [ � dmax ; dmax ] � R denotes a closed neighborhood of the origin for some positive dmax .

One can assume thatd represents the height of the ground during stepping down or stepping up in bipedal walking.

In the new notation,S0 = S, whereS was already de�ned in (2) as the nominal switching manifold.In what follows,

we shall considerd as adisturbance. Corresponding to the switching manifoldSd, theextended time-to-reset function

Te : X � � � D ! R� 0 is de�ned as the �rst time at which the solution' (t; x 0; � ) intersectsSd, i.e.,

Te(x0; �; d ) := inf f t > 0 j ' (t; x 0; � ) 2 Sdg: (33)

One immediate result of (33) is thatTe(x0; �; 0) = T(x0; � ), in which T(x0; � ) is the nominal time-to-reset function

given in (5). For models of bipedal walking on rough ground, the instantaneous impact map on the manifoldSd, extracted

based on rigid body contacts (Hurmuzlu and Marghitu, 1994),doesnot depend explicitly on the ground heightd and

hence, it can be given by�( x; � ). Now we are in a position to present theextended Poincaré mapPe : X � � � D ! X

as follows

Pe(x; �; d ) := ' (Te (�( x; � ); �; d ) ; �( x; � ); � ) ; (34)

which results in theextendeddiscrete-time system

x[k + 1] = Pe (x[k]; �; d [k]) ; k = 0 ; 1; � � � ; (35)

in whichd[k] 2 D represents the disturbance input.

Remark 4 (Geometric Description ofPe). For a �xedd 2 D , consider the switching manifoldSd in (32). We claim that

it can be used as a Poincaré section for (34). To see this, notethat by de�nition of the extended time-to-reset function

in (33), for anyx 2 X for which it exists, the extended Poincaré mapPe(x; �; d ) is the �ow of the closed-loop hybrid

system, evaluated onSd. Hence,Pe(:; �; d ) maps the state spaceX (and more speci�callySd) toSd, whereas the nominal

Poincaré mapP(:; � ) in (17) mapsS0 to S0. Furthermore, the extended mapPe(:; �; 0) is equal toP(:; � ), that is

Pe(:; �; 0) = P(:; � ); 8� 2 � : (36)

Under Assumptions 1,x �
f is an invariant �xed point ofPe for d = 0 and all� 2 � , i.e.,

Pe(x �
f ; �; 0) = x �

f ; 8� 2 � : (37)
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Consistent with our perspective thatd represents a disturbance, we will study the robustness of the nominal �xed

pointx �
f of the undisturbed system (i.e.,d[k] = 0 8 k).6 According to the invariance condition in (37), linearization of

(35) around(x �
f ; �; 0) results in7

�x [k + 1] =
@Pe
@x

(x �
f ; �; 0) �x [k] +

@Pe
@d

(x �
f ; �; 0) d[k]: (38)

In this latter equation,�x [k] := x[k] � x �
f belongs to then + 1 -dimensional tangent space Tx �

f
X = Rn +1 . Using the

Taylor series expansion of@Pe
@x (x �

f ; �; 0) and @Pe
@d(x �

f ; �; 0) around� � , (38) becomes

�x [k + 1] =

 
@Pe
@x

(x �
f ; � � ; 0) +

pX

i =1

@2Pe

@�i @x
(x �

f ; � � ; 0) � � i

!

�x [k]

+

 
@Pe
@d

(x �
f ; � � ; 0) +

pX

i =1

@2Pe

@�i @d
(x �

f ; � � ; 0) � � i

!

d[k]:

(39)

Effective numerical approaches to calculate theextended sensitivity matrices@
2 Pe

@�i @x(x
�
f ; � � ; 0); i = 1 ; � � � ; p will be

presented in Section 5. Section 5 will also present the relation among the sensitivity matrices and extended ones. In

addition, we will show that thedisturbance sensitivity matrix@Pe
@d (x �

f ; �; 0) in (38) is independentof � and hence,
@2 Pe
@�i @d(x

�
f ; � � ; 0) = 0 . Consequently, using an analysis similar to Part 1 of Theorem 1, (39) can be rewritten as follows

�x [k + 1] =
�
A0;e + Be

�
I (n +1) � (n +1) 
 � �

��
�x [k] + Ce d[k]; (40)

in which the subscript “e” stands for the extended map and

A0;e :=
@Pe
@x

(x �
f ; � � ; 0) 2 R(n +1) � (n +1) (41)

A i;e :=
@2Pe

@�i @x
(x �

f ; � � ; 0) 2 R(n +1) � (n +1) ; i = 1 ; � � � ; p (42)

Ce :=
@Pe
@d

(x �
f ; � � ; 0) 2 R(n +1) � 1 (43)

Be :=
h
B1;e � � � Bn +1 ;e

i
2 R(n +1) � (n +1) p (44)

B j;e :=
pX

i =1

A i;e (:; j ) e>
i ; j = 1 ; � � � ; n + 1 : (45)

Now we turn our attention to the robustness problem. For thispurpose, we assume thatd[0] 6= 0 is anunknown

disturbance andd[k] = 0 for k = 1 ; 2; � � � . The initial condition is also assumed to coincide with the �xed point, i.e.,

x[0] = x �
f 2 S0. Then, from the discrete-time system (35),x[1] 2 Sd[0] andx[k] 2 S0 for k = 2 ; 3; � � � . Figure 2 shows

a geometric description of the problem for bipedal walking.In particular,x[2] can be considered as an initial condition

for thenominalreturn mapP in (18). Next, the objective is to tune the constant perturbation vector� � to minimize the

2-norm of the deviation�x [2] = x[2] � x �
f for all possible disturbancesd[0] 2 D , that is,

min
� �

max
d[0]2D

kF �x [2]k2; (46)

6 Alternatively, one could study the behavior of (35) under a constant disturbance (i.e.,d[k] = d 8 k), assuming that a corresponding �xed point were
known.

7 We note that from (37),@Pe
@� (x �

f ; �; 0) = 0 for all � 2 � .
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whereF 2 Rl � (n +1) is a given constant matrix.8 From the problem statement,�x [0] = 0 and (40) result in�x [1] =

Ce d[0], and hence,

max
d[0]2D

kF �x [2]k2

= dmax



 F

�
A0;e + Be

�
I (n +1) � (n +1) 
 � �

��
Ce






2
:

Next, using Schur'scomplementLemma, the optimization problem (46) is equivalent to the following LMI optimization

min
� �;�

�

s.t.

"
I l � l F

�
A0;e + Be

�
I (n +1) � (n +1) 
 � �

��
Ce

? �=d2
max

#

> 0;

in which � is an upper bound for theworse casecost functionmaxd[0]2D kF �x [2]k2. Finally, one can combine the

stabilization (see (31)) and robustness optimization problems to end up with the following BMI problem

min
W; � �;�;
;�

� w1 � + w2 � + 
 (47)

s.t.
"

W A0 W + B (I n � n 
 � � ) W

? (1 � � ) W

#

> 0

"
I l � l F

�
A0;e + Be

�
I (n +1) � (n +1) 
 � �

��
Ce

? �=d2
max

#

> 0

"
I p� p � �

? 


#

> 0

� � 0;

wherew1 andw2 are positive weighting factors corresponding to the convergence rate and robustness, respectively.

Remark 5. In the above development, we have assumed the periodic orbitis independent of the parameter vector� ,

from which it follows that the �xed pointx �
f is independent of� . One might ask if the same results could be obtained

if the orbit were allowed to change and the invariance assumption relaxed to the �xed point being independent of� ?

Appendix C will study the effects of the invariance assumption on the results.

5. Numerical Computation of Sensitivity Matrices

The objective of this section is to investigate the properties of the �rst- and second-order derivatives of the nominal

and extended Poincaré maps to present effective numerical approaches to calculate the sensitivity matrices used during

translating the stability and robustness problems into a set of BMIs in Sections 3 and 4.

Sensitivity Matrices for Stability Analysis: We �rst present the following theorem to numerically calculate the �rst-

and second-order Jacobian matrices in (21) for the stability analysis.

8 Grif�n and Grizzle (2015) considered robustness to uncertainty in the impact condition during motion planning by designing the orbit so as to
minimize a function of the deviation from the periodic orbitafter a single step disturbance.
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Fig. 2. Geometric description of the robustness problem for bipedal walking. Here,x[0] = x �
f 2 S0 andd[0] 2 D is assumed to be

a nonzero and unknown disturbance. Furthermore,d[k] = 0 for all k = 1 ; 2; � � � . In this case,x[1] = Pe(x[0]; �; d [0]) 2 Sd[0] and
x[2] = Pe(x[1]; �; 0) 2 S0 . The evolution ofx[k] for k = 3 ; 4; � � � can then be described by the Poincaré return map in (18). The
objective is to �nd� � to minimizekF �x [2]k2 for all possibled[0] 2 D .

Theorem 2 (Calculation of the Sensitivity Matrices). Consider a parameterized closed-loop hybrid system as(4)

satisfying Assumptions 1 and 2. Let

�( t; x 0; � ) :=
@'
@x0

(t; x 0; � ) 2 R(n +1) � (n +1)

represent the trajectory sensitivity matrix for the closed-loop ODE _x = f cl(x; � ) and de�ne the �nal value of the

trajectory sensitivity matrix on the orbitO as follows

� �
f (� ) := �( T � ; x �

0; � ):

Then the Jacobian matrix of the Poincaré map, i.e.,@P
@x(x

�
f ; � ), depends on� only through� �

f (� ) and �( x �
f ; � ) :=

@�
@x(x

�
f ; � ); i.e.,

@P
@x

(x �
f ; � ) = �( x �

f ; � � ) � �
f (� ) �( x �

f ; � ); 8� 2 � ; (48)

in which

�( x �
f ; � � ) := I (n +1) � (n +1) �

f cl(x �
f ; � � ) @s

@x(x
�
f )

@s
@x(x

�
f )f cl(x �

f ; � � )

is a projection matrix independent of� . Furthermore, the sensitivity matrices are given by

@2P
@�i @x

(x �
f ; � � ) = �( x �

f ; � � )
�

@� �
f

@�i
(� � ) �( x �

f ; � � ) + � �
f (� � )

@�
@�i

(x �
f ; � � )

�
; (49)

for i = 1 ; � � � ; p.

Proof.See Appendix B.

Theorem 2 simpli�es the calculation of the sensitivity matrices @2 P
@�i @x(x

�
f ; � � ); i = 1 ; � � � ; p by relating them to

the �nal value of the trajectory sensitivity matrix onO, i.e., � �
f (� � ), and its derivatives

@� �
f

@�i
(� � ). In addition,� �

f (� )
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can be obtained by numerical integration of a linear time-varying (LTV) matrix differential equation, referred to as the

variational equation(Parker and Chua, 1989, Appendix D), as follows

_�( t; x �
0; � ) =

@fcl

@x
(' � (t); � ) �( t; x �

0; � ); 0 � t � T �

�(0 ; x �
0; � ) = I (n +1) � (n +1) :

Finally, one can employ numerical differentiation approaches, like thetwo point symmetric differencemethod, to calculate
@� �

f

@�i
(� � ). In particular, fori = 1 ; � � � ; p,

@� �
f

@�i
(� � ) =

1
2 �

�
� �

f (� � + � e i ) � � �
f (� � � � e i )

�
;

wheref e1; � � � ; epg is the standard basis forRp and� > 0 is a small perturbation value.

Theorem 2 also relates the sensitivity matrices@2 P
@�i @x(x

�
f ; � � ); i = 1 ; � � � ; p to the sensitivity of the reset map Jacobian,

i.e., @�
@�i

(x �
f ; � � ) (see (49)). For hybrid systems with one continuous-time phase, the reset map� is independent of� ,

and hence, one can simplify (48) and (49) as follows

@P
@x

(x �
f ; � ) = �( x �

f ; � � ) � �
f (� ) �( x �

f ) (50)

@2P
@�i @x

(x �
f ; � � ) = �( x �

f ; � � )
@� �

f

@�i
(� � ) �( x �

f ); (51)

where�( x �
f ) := @�

@x(x
�
f ). The calculation of@�

@�i
(x �

f ; � � ) in (49) for hybrid systems with multiple continuous-time

phases for bipedal walking will be addressed in Section 6 andAppendix E.

Remark 6. The result of (48) is different from what have already been extracted in (Wendel and Ames, 2012; Hiskens

and Pai, 2000b; Aizerman and Gantmacher, 1958). To make thisnotion more precise, Theorem 2 states that under the

invariance assumption of the periodic orbit, the “saltation” matrix �( x �
f ; � � ) is independentof the controller parameters

� . In particular it dependsonlyon the orbitO. This simpli�es the calculation of the sensitivity matrices as given in (49)

by only relating them to the variational equation of the continuous-time arc as well as the impact map. Appendix C.2

investigates the effects of a weaker set of invariance assumption on the results of Theorem 2.

Extended Sensitivity Matrices for Robustness Analysis:The following theorem presents a numerical approach to

calculate the extended sensitivity matrices as well as the disturbance sensitivity matrix in (39).

Theorem 3(Calculation of the Extended Sensitivity Matrices). Suppose that Assumptions 1 and 2 are satis�ed. Then,

@Pe
@x

(x �
f ; �; 0) =

@P
@x

(x �
f ; � ) (52)

for all � 2 � which yields the following relation for the extended sensitivity matrices

@2Pe

@�i @x

�
x �

f ; �; 0
�

=
@2P

@�i @x

�
x �

f ; �
�

: (53)

Furthermore, the disturbance sensitivity matrix can be expressed as

@Pe
@d

(x �
f ; �; 0) =

f cl(x �
f ; � � )

@s
@x(x

�
f ) f cl(x �

f ; � � )
(54)



Akbari Hamed, Buss, and Grizzle 17

In particular, the disturbance sensitivity matrix@Pe
@d (x �

f ; �; 0) is independent of� , i.e.,

@Pe
@d

(x �
f ; �; 0) =

@Pe
@d

(x �
f ; � � ; 0): (55)

Proof.See Appendix D.

Remark 7. Theorem 3 �rst presents a closed-form expression for the Jacobian of the extended Poincaré map with

respect to the disturbanced. Second, it shows that under the invariance assumption, this Jacobian isinvariant under the

change of controller parameters� . Appendix C.3 investigates the effects of a weaker set of invariance assumption on the

results of Theorem 3.

Finally, from Theorem 3, (23), and (42), one can conclude thefollowing relations among the sequencesf A i g and

f A i;e g

A0 = � proj A0;e � lift

A i = � proj A i;e � lift ; i = 1 ; � � � ; p:

Remark 8. The second-order derivatives of the Poincaré map in (39) canin principle be computed numerically using

�nite differences as shown below, though accuracy depends highly on the choice of the variations,

@2P k
e

@�i @xj
(j; i; : ) =

1
4�� i �x j

�
P k

e (j + 1 ; i + 1 ; :) � P k
e (j � 1; i + 1 ; :)

� P k
e (j + 1 ; i � 1; :) + P k

e (j � 1; i � 1; :)
�

@2P k
e

@�i @d
(:; i; l ) =

1
4�� i �d

�
P k

e (:; i + 1 ; l + 1) � P k
e (:; i + 1 ; l � 1)

� P k
e (:; i � 1; l + 1) + P k

e (:; i � 1; l � 1)
�

:

Here(j; i; l ) denotes the grid number in the spaceX � � � D andP k
e represents thek-th element of the mapPe. Fur-

thermore,�� i , �x j and�d are the perturbations for the numerical differentiation. Theorems 2 and 3 presented systematic

approaches to calculate these Jacobian matrices based on the variational equation of the continuous-time arc and the

Jacobian of the impact map. In particular, Theorem 3 showed that under the invariance assumption@2 Pe
@�i @d(x

�
f ; �; 0) = 0

which simpli�es the computation of the disturbance sensitivity matrices.

6. Application to Underactuated 3D Bipedal Robots

The objective of this section is to illustrate the sensitivity analysis and BMI optimization to systematically design

robust and stabilizing continuous-time feedback laws for periodic 3D bipedal walking. Models of bipedal walking are

hybrid with continuous-time phases to describe the evolution of the mechanical system according to the Euler-Lagrange

equations and discrete-time phases to represent the instantaneous impacts between the swing leg end and the ground

(Hurmuzlu and Marghitu, 1994). The state vector for these systems is taken asx := ( q> ; _q> )> , in whichq 2 Q denotes

thegeneralized coordinates vectorandQ represents thecon�guration space. The state manifold is the tangent bundle
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X := TQ. A hybrid model of walking that includes two continuous-time phases can be expressed as

� R :

(
_x = f R(x) + gR(x) u; x � =2 SR! L

x+ = � R! L(x � ); x � 2 SR! L

� L :

(
_x = f L(x) + gL(x) u; x � =2 SL! R

x+ = � L! R(x � ); x � 2 SL! R;

(56)

in which the subscripts “R” and “L” represent the right and left stance phases, respectively. In particular, the evolution of

the robot during the stance phasei 2 f R,Lg is given by _x = f i (x) + gi (x) u. The right-to-left and left-to-right impact

manifolds are denoted bySR! L andSL! R as follows

SR! L := f x 2 X j sR! L(x) = 0 g

SL! R := f x 2 X j sL! R(x) = 0 g;

on which the right-to-left and left-to-right impacts occur, respectively. The smooth functionssR! L(x) andsL! R(x)

represent the height of the swing leg end with respect to the ground. The right-to-left and left-to-right impacts are then

given byx+ = � R! L(x � ) andx+ = � L! R(x � ), in which � R! L : X ! X and� L! R : X ! X are smooth impact

maps (Hurmuzlu and Marghitu, 1994). Furthermore, during the continuous-time phasei 2 f R,Lg, the control inputu

takes the form

u = � i (x; � i );

where� i : X � � i ! U is aC1 state feedback law and� i 2 � i denotes the parameter vector of phasei . The closed-loop

vector �eld is also given by_x = f cl
i (x; � i ) := f i (x) + gi (x) � i (x; � i ), whose unique solution with the initial condition

x(0) = x0 is represented by' i (t; x 0; � i ). The time-to-reset function during phasei 2 f R,Lg is Ti : X � � i ! R� 0

where

Ti (x0; � i ) := inf
�

t > 0 j ' i (t; x 0; � i ) 2 Si ! j
	

;

andj 6= i 2 f R,Lg. Theone-phase mapPi ! j : Si ! j � � j ! S j ! i , i 6= j 2 f R,Lg, is de�ned as

Pi ! j (x; � j ) := ' j
�
Tj

�
� i ! j (x); � j �

; � i ! j (x); � j �
:

Using (Westervelt et al., 2007, Theorem 4.3), one can present an equivalent hybrid model with one continuous-time

phase as in (4) for the 3D walking model of (56).The equivalent system is given by

� cl
� :

(
_x = f cl

R (x; � R) x � =2 SR! L

x+ = �( x � ; � L); x � 2 SR! L ;
(57)

in which

�( x; � L ) := � L! R � PR! L(x; � L) (58)

is the composition of the left stance phase �ow and the left-to-right impact map, “� ” denotes the function composition,

and

� :=

"
� R

� L

#

2 � := � R � � L (59)

is thefull parameter vector to be determined.In this kind of equivalence, the Poincaré mapP(x; � R; � L) for the closed-loop

hybrid model with two continuous-timephases is indeed the Poincaré map for the hybrid model with one continuous-time

phase in (57).Appendix E investigates Item 3 of Assumption 1 for the closed-loop system (57) and presents a numerical
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calculation approach for the sensitivity of the reset map Jacobian @�
@�i

(x �
f ; � � ); i = 1 ; � � � ; p in the sensitivity matrices

(49).

6.1. Reduced-Order Sensitivity Analysis based on Left-Right Symmetry

For models of bipedal robots with left-right symmetry, the number of sensitivity matrices in the sensitivity analysis as

well as the number of decision variables in the BMI optimization can be reduced signi�cantly. The objective of this

subsection is to present a systematic basis for this reduced-order sensitivity analysis.

De�nition 1 (Left-Right Symmetry). The hybrid model of bipedal walking in (56) is said to have theleft-right symmetry

if the following conditions are satis�ed.

1. dim(� R) = dim(� L) = pR.

2. There arestate symmetry matrixSx 2 R(n +1) � (n +1) andparameter symmetry matrixS� 2 RpR� pR such that

Sx Sx = I (n +1) � (n +1) , S� S� = I pR� pR, and

f L(x) = Sx f R(Sx x)

gL(x) � L(x; � L) = Sx gR(Sx x) � R(Sx x; S� � L)

sL! R(x) = sR! L(Sx x)

� L! R(x) = Sx � R! L(Sx x)

for all x 2 X and all� L 2 � L .

Corresponding to the hybrid model (56), a hybrid model with one continuous-time phase was already presented in

(57) whose reset map was parameterized by� . However, according to the symmetry (Akbari Hamed and Grizzle, 2014,

Theorem 4), an alternative and equivalent hybrid model withone continuous-time phase can now be presented whose

reset map isindependentof � . This simpli�es the sensitivity analysis as well as the BMI optimization. To make this

clear, we present the following theorem.

Theorem 4 (Half Map). Assume that the hybrid model of walking has left-right symmetry. Let O = OR [ O L be a

symmetric periodic orbit for the hybrid model(56) in the sense thatOL = Sx OR. Suppose further that� R and� L are

chosen according to the symmetry relation

� L = S� � R: (60)

Then, the following statements are correct.

1. The Poincaré return mapP : SR! L � � R � � L ! S R! L for the closed-loop hybrid model with two continuous-time

phases can be factored as

P(x; � R; � L) = Phalf
�
Phalf

�
x; � R�

; � R�
;

in whichPhalf is the half map given by

Phalf
�
x; � R�

:= PL! R
�
Sx x; � R�

: (61)

2. The half map is the Poincaré return map for the following hybrid system with one continuous-time phase

� cl
� :

(
_x = f cl

R (x; � R) x � =2 SR! L

x+ = �( x � ); x � 2 SR! L;
(62)

in which� := � R and�( x) := � L! R(Sx x) is independent of� .
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Proof.The proof is immediate from the construction procedure (61)and (Akbari Hamed and Grizzle, 2014, Theorem

4).

Remark 9 (Reduced-Order Sensitivity Analysis). From Theorem 4,

@P
@x

�
x �

f ; � R; � L �
=

�
@Phalf

@x

�
x �

f ; � R�
� 2

(63)

and hence, the periodic orbitO is exponentially stable for the hybrid model with two continuous-time phases if and

only if OR is exponentially stable for (62). Consequently, one can apply the sensitivity analysis to the Jacobian matrix
@Phalf

@x (x �
f ; � R) with fewer parameters rather than@P

@x(x
�
f ; � R; � L). Finally, � L can be obtained according to the symmetry

relation (60).

Remark 10. The results of Theorem 4 are different from the symmetry study presented in (Altendorfer et al., 2004).

Theorem 4 considers the symmetry between “two” continuous-time phases, namely the right and left stance phases,

whereas (Altendorfer et al., 2004) investigated the “time reversal symmetry” within a continuous-time phase, similarto

what is found in the SLIP model. This kind of symmetry does notexist in the 3D walking models of this paper. Instead,

the �rst part of Theorem 4 presents an equivalent hybrid system based on the left-right symmetry for the 3D walking

model whose impact map isindependentfrom � . This reduces the number of optimization variables in (31) and (47).

Furthermore, the invariance of the impact map with respect to � reduces the complexity in computation of the sensitivity

matrices as given in (51).

6.2. Virtual Constraints

This subsection applies the analytical results of the paperto thevirtual constraints approach. Virtual constraints are

kinematic relations among the generalized coordinates enforced asymptotically by continuous-time feedback control

(Grizzle et al., 2001; Westervelt et al., 2007, 2003; Freidovich et al., 2009; Ames, 2014; Lack et al., 2014; Ames et al.,

2014; Akbari Hamed and Grizzle, 2014; Gregg and Sensinger, 2014; Gregg et al., 2014; Chevallereau et al., 2003, 2009;

Sreenath et al., 2011, 2013; Morris and Grizzle, 2009; Maggiore and Consolini, 2013; Shiriaev et al., 2004). It has

been shown that for mechanical systems with more than one degree of underactuation, the choice of virtual constraints

affects the stability of the periodic orbit (Chevallereau et al., 2009). Chevallereau et al. (2009) showed that controlling

the actuated coordinates for a �ve-link underactuated 3D bipedal robot cannot stabilize a periodic walking gait. Next,

based onphysical intuition, a different choice of virtual constraints was proposed to stabilize the same orbit. However,

for ATRIAS (Buss et al., 2014; ATRIAS, 2013), a related robot with additional degrees of freedom due to series elastic

actuators, the same intuition did not lead to a stable periodic orbit (Ramezani et al., 2013). This underlines the importance

of having asystematicmethod for choosing these constraints. This subsection relates the problem of choosing virtual

constraints to the BMI optimization. This will be illustrated on the dynamical models of the �ve-link 3D bipedal robot

of (Chevallereau et al., 2009) and of ATRIAS.

During phasei 2 f R,Lgof the hybrid model of walking (56), the virtual constraintsare de�ned as them-dimensional

output function

yi (q; � i ) := H i �
q � qi

d (� i (q))
�

; (64)

in whichm = dim(u) is the control input dimension,H i is a constant output matrix to be determined,� i := vec(H i ), and

qi
d(� i ) represents the desired evolution of the generalized coordinates vectorq on the orbitOi in terms of� i . Moreover,

� i (q) denotes the phasing variable during phasei as a function of the con�guration variablesq (see Assumption 3). We

note that in (64),H i q denotes the set ofcontrolled variables, whereasH i qi
d(� i ) represents the desired evolution of the

controlled variables on the orbit. If the output function (64) has uniform vector relative degreer = 2 on the periodic

orbit, the continuous-time controller� i (x; � i ) is then taken as the input-output linearizing feedback law of Example 2.
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Remark 11 (Symmetry in Virtual Constraints). For mechanical models of bipedal robots, the state symmetrymatrix

can be expressed asSx = block diagf Sq; Sqg, whereSq is theposition symmetry matrix. Suppose further thatSy is an

output symmetry matrixwith the propertySy Sy = I m � m . If the output functions and phasing variables during the right

and left stance phases are chosen such that

yL(q; � L) = Sy yR(Sq q; S� � L)

� L(q) = � R(Sq q)

for all q 2 Q and� L 2 � L , then one can conclude that

H L = Sy H R Sq;

or equivalently, the symmetry relation (60) is satis�ed9 with S� = S>
q 
 Sy . In addition, it can be shown that all conditions

of De�nition 1 are satis�ed10. Hence, we can apply the reduced-order sensitivityanalysis and BMI optimization of Remark

9 to tuneH R (the output matrix during the right stance phase).

6.3. PENBMI Solver

In order to solve the stability and robustness BMI optimization problems in (31) and (47), we make use of the solver

PENBMI11 (TOMLAB, 2015) integrated with the MATLAB environment through the YALMIP12 (Lofberg,2004). BMIs

are NP-hard problems (VanAntwerp and Braatz, 2000; Toker and Ozbay, 1995) however, PENBMI is a general-purpose

solver for BMI optimization problems which guarantees the convergence to a critical point satisfying the �rst-order

Karush-Kuhn-Tucker optimality conditions (Henrion et al., 2005). It is a local optimizer and its behavior (speed of

convergence) depends on the initial guess. For the numerical analyses of this paper,we do not provide an initial guess for

the solver to initiate the algorithm and hence, YALMIP selects that starting value for the optimization.The optimization

procedure for the �ve-link robot with8DOF (see Section 6.4) and ATRIAS with13DOF (see Section 6.6) on a computer

with dual6-core,2:4 GHz Intel Xeon processors took approximately20seconds and15minutes, respectively.

6.4. Five-Link Walker

This subsection applies the results of the paper to design robust and stabilizing virtual constraints for a walking gaitof

an underactuated 3D bipedal robot with8 degrees of freedom and2 degrees of underactuation. The robot model was

previously presented in (Chevallereau et al., 2009). The robot consists of a torso and two identical legs with revolute

knees and point feet. Each hip has two degrees of freedom (seeFig. 3). It is assumed that there is no yaw motion about

the stance leg end. Furthermore, the roll (i.e.,q1) and pitch (i.e.,q2) angles at the leg end are unactuated, whereas all

of the internal joints are independently actuated. The structure and con�guration variables of the robot during the right

stance phase are shown in Fig. 3. Here, the phasing variable is de�ned as the angle of thevirtual leg connecting the

stance leg end to the stance hip in the sagittal plane. A periodic orbit O is then designed using the motion planning

algorithm of (Chevallereau et al., 2009). The virtual constraints controller of (Chevallereau et al., 2009) can stabilize the

orbit. However, it cannot handle rough ground walking. To resolve this problem, the set of nominal controlled variables

is taken to be simply the actuated coordinates

H R� q := ( q3; q4; q5; q6; q7; q8)> ; (65)

9 We make use of the vectorization operator property as vec(H L ) = vec(Sy H R Sq) = ( S>
q 
 Sy ) vec(H R).

10The proof is similar to the one of (Akbari Hamed and Grizzle, 2014, Theorem 7).
11http://www.penopt.com/penbmi.html
12http://users.isy.liu.se/johanl/yalmip/
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Fig. 3. A �ve-link 3D bipedal robot during the right stance phase with point feet and the associated con�guration variables
(Chevallereau et al., 2009).

in whichH R� 2 R6� 8 is the nominal value of theH R matrix. By employing this nominal output function, the dominant

eigenvalues of the15� 15Jacobianmatrixof thehalfmapbecomef� 3:3475; 0:8558; � 0:2064g, andhence,Ois unstable.

Next, we let� = vec(H R) 2 R48 and employ the reduced-ordersensitivity analysis as givenin Remark 9. The2-norm of

the extended sensitivity matricesA i;e versus the elements of theH R matrix is depicted in Fig. 4. From this �gure, the most

important sensitivity matrices around the nominal output function correspond to the �rst column of theH R matrix, which

is related to the roll angleq1. According to this observation, we reduce the dimension of the BMI optimization problem

(47) by letting� � parameterizes only the �rst column of theH R matrix, i.e.,H R = H R� +
h
� � 06� 1 � � � 06� 1

i
.

For robust stability, letvcm := ( vx
cm; vy

cm)> 2 R2 denote the horizontal components of the robot's center of mass (COM)

velocity expressed in the world frame. Next, theF matrix in (46) is taken as

F =
@vcm

@x
(x �

f )

to minimize the deviation in the COM velocity just before impact during uneven ground walking. Solving the optimization

problem (47) with the weighting factorsw1 = 30 andw2 = 40, and the maximum ground height variationdmax = 0 :01

(m) results in the following controlled variables

H R q =

2

6
6
6
6
6
6
6
6
6
4

q3 + 0 :4173q1

q4 + 0 :5094q1

q5 + 0 :8000q1

q6 � 0:8000q1

q7 + 0 :2130q1

q8 + 0 :0966q1

3

7
7
7
7
7
7
7
7
7
5

: (66)

Corresponding to thisH R matrix, the dominant eigenvalues of the Jacobian of the halfPoincaré map, calculated based

on the Taylor series expansion (21), aref� 0:9329; 0:9341; 0:3463g.Next, the dominant eigenvalues of the real Jacobian

of the half Poincaré map becomef� 0:9319; 0:8269; 0:5869g. Figure 5 depicts the phase portraits of the roll and pitch

angles during80consecutive steps on �at ground. Here, the simulation of theclosed-loop system is started off the orbit

with an error of6 (deg/s) on each component of the generalized velocity vector _q. Convergence to a stable limit cycle is

clear.
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Fig. 4. Plot of the2-norm of the extended sensitivity matrices versus the components of the6 � 8 H R matrix around the nominal
output function. Here,i = row + 6( column� 1).
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Fig. 5. Phase portraits of the closed-loop hybrid system for the roll and pitch coordinates during80 consecutive steps of walking
corresponding to the optimal solutions of (47). The circlesrepresent the initial condition of the simulator.

The results of the sensitivity analysis shown in Fig. 4 and the optimized virtual constraints (66) have an important

interpretation. The nominal output function

y(q; � � ) = H � (q � qd(� pitch(q)))

=: h0(q) � hd(� pitch(q)) ;
(67)

coordinates the links based only upon a phasing variable� pitch(q) = � (q) de�ned in the sagittal plane. Thus it ignores

deviations from the periodic orbit in the roll direction.However, the optimized output function can be expressed as13

y(q; � ) = ( H � + � H ) (q � qd(� pitch(q)))

= H � q � H � qd(� pitch(q)) + � H1 (q1 � q1d(� pitch(q)))

=: h0(q) � hd(� pitch(q)) � �hd(� roll(q)) ;

(68)

where�hd(� roll(q)) := � � H1(q1 � q1d(� pitch(q))) andq1d(� pitch(q)) denotes the desired evolution of the roll angle on the

orbit. Furthermore,� H1 is the �rst column (nonzero column) of the perturbation matrix � H . Thus the modi�ed output

responds to roll angle errors by adjusting the desired evolutions of the controlled variables. This new output enhances

stability of the periodic orbit by coupling pitch and roll ina way that would be dif�cult to discover through intuition.

To evaluate the robustness of the closed-loop system for uneven ground walking, arandomly generatedground

height pro�led[k] with d[k] 2 [� dmax ; dmax ] is considered, in whichdmax = 0 :01(m). It is further assumed thatd[k] is

periodic with the period of7 steps, i.e.,d[k + 7] = d[k] for all k = 0 ; 1; � � � . Figure 6 presents the ground height pro�le

13Note that the term�hd (� roll(q)) vanishes on the orbit. Furthermore, the pseudo-phasing variable � roll(q) need not satisfy Assumption 3.
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Fig. 6. Plot of arandomly generatedground height pro�led[k] (m) and the correspondingx andy components of the deviation in
the �ve-link robot's COM velocity (i.e.,�v cm[k]) (m/s) for the optimal solution of (47) versus the step number k.

d[k] and correspondingx andy components of the COM velocity deviation�v cm[k] for the robust optimal solution versus

the step numberk. The animation of this simulation can be found at (Grizzle, 2015).

6.5. Exponential Stability Modulo Yaw

The �ve-link walker of Subsection 6.4 does not have yaw motion about the stance leg end. For bipedal robots with yaw

motion, there are two kinds of stability during walking on a �at ground:full-state stabilityandstability modulo yaw.

If the closed-loop hybrid system is equivariant under rotations about the z-axis of the world frame, then the Jacobian

of the Poincaré map always has an eigenvalue at1:0, and thus the full-state model cannot have an exponentiallystable

periodic orbit. Stability modulo yaw refers to stability inX n S1, whereS1 := [0 ; 2� ) denotes the unit circle (Shih et al.,

2012; Spong and Bullo, 2005).

This subsection extends the sensitivity analysis developed in Subsection 2.4 for exponential stabilitymodulo yaw

in 3D bipedal walking. To achieve this goal, without loss of generality, we assume that the �rst component of the state

vectorx represents theyaw positionof the robot with respect to the world frame and we denote thiscomponent by

xyaw. From theequivariance propertyof (Shih et al., 2012), if the feedback laws� i (x; � i ); i 2 f R,Lg do not depend

on the yaw position (i.e.,xyaw), then the �rst column of the Jacobian matrix@P
@x(x

�
f ; � R; � L) becomes(1; 0; � � � ; 0)> . In

particular, there is an eigenvalue “1” corresponding to the yaw position. Hence, for exponentialstability modulo yaw,

we apply the sensitivity analysis to
@�P
@x

(x �
f ; � R; � L);

in which @�P
@x(x

�
f ; � R; � L) represents the(n � 1) � (n � 1) matrix obtained by removing the �rst row and column of

@P
@x(x

�
f ; � R; � L). This approach can also be applied to the half map developed in Theorem 4. For this goal, we assume

that on the orbitO, the symmetry condition for the yaw position can be given as

xyaw(t + T � ) = � xyaw(t); 8t � 0:

Then, the(1; 1) element of the state symmetry matrixSx is � 1, and hence, the �rst column of@Phalf
@x (x �

f ; � R) would be

(� 1; 0; � � � ; 0)> . Similarly, for exponential stability modulo yaw, one can apply the sensitivity analysis to the(n � 1) �

(n � 1) matrix
@�Phalf

@x
(x �

f ; � R)

obtained by removing the �rst row and column of@Phalf
@x (x �

f ; � R).

Remark 12 (Equivariance Property for Virtual Constraints). In the virtual constraints approach, it can be shown that

if (i) the columns corresponding to the yaw position in the output matricesH i are zero and (ii) the phasing variables
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� i (q) do not depend on the yaw position, then the input-output linearizing feedback law (15) is independent of yaw and

hence, the equivariance property of (Shih et al., 2012, Proposition 1) is satis�ed.

6.6. ATRIAS

ATRIAS 2.1 is a human scale 3D bipedal robot withpoint feetandseries-compliant actuators, designed for energy

ef�cient and robust walking (Ramezani et al., 2013; ATRIAS,2013; Grimes and Hurst, 2012) (see Fig. 7). The robot

consists of a torso and two identical legs. During the singlesupport phase, the mechanical model of the robot has13

DOF and6 actuators. Hence, the system is highly underactuated with7 degrees of underactuation.

The orientation of the torso with respect to a world frame canbe described by threeEuler anglesqzT, qyT andqx T,

referred to as theyaw, roll andpitch. In the sagittal plane, the angles of the shin and thigh linkswith respect to the torso

are denoted byq1R andq2R for the right leg (again see Fig. 7) and byq1L andq2L for the left leg. To control these angles,

two DC motors in series with harmonic drives are located at each of the hips. The angles of the outputs of harmonic

drives with respect to the torso are represented byqgr 1R andqgr 2R (spring coordinates)for the right leg andqgr 1L and

qgr 2L for the left leg(see the bottom representation in Fig. 7 for the ATRIAS leg actuation system). In addition,u1R,

u2R, u1L andu2L denote the torques generated by the corresponding DC motors. The hips are driven by two DC motors,

located in the torso. In the frontal plane, the angles of the right and left hips with respect to the torso are represented

by q3R andq3L , respectively (again see Fig. 7). The generated torques by the hip motors are denoted byu3R andu3L.

Finally, the generalized coordinate vector of ATRIAS can beexpressed as

q := ( qzT; qyT;qx T; q1R; q2R; q1L; q2L ; qgr 1R; qgr 2R; q3R; qgr 1L ; qgr 2L ; q3L)> ; (69)

in which the �rst seven components ofqare unactuated, whereas the remaining six components are actuated. The control

inputu is taken as the following6-dimensional vector

u := ( u1R; u2R; u3R; u1L; u2L; u3L)> :

Furthermore, the phasing variable is de�ned as the angle of the virtual leg in the sagittal plane.

In what follows,O = OR [ O L is a periodic orbit for walking at1:1 (m/s) designed using the motion planning

algorithm of (Ramezani et al., 2013).

Stability Modulo YawTo stabilize the periodic orbitO module yaw, the nominal controlled variables are taken as

H R� q =

2

6
6
6
6
6
6
6
6
6
4

1
2 (qgr 1R + qgr 2R)
1
2 (qgr 1L + qgr 2L)

qgr 2R � qgr 1R

qgr 2L � qgr 1L

q3R
@

@q(xsw � xCOM) (x �
f ) q

3

7
7
7
7
7
7
7
7
7
5

; (70)

where the �rst and second components are the stance and swingleg angles, respectively. The leg angle is de�ned in

the sagittal plane as the angle between the torso and the virtual line connecting the hip to the leg end. The third and

fourth components of the controlled variables in (70) are the stance and swing knee angles, respectively. We note that

since the legs are actuated through springs, the leg and kneeangles have been de�ned at the outputs of the harmonic

drives. These components can stabilize periodic orbits forplanar walking of ATRIAS (Ramezani et al., 2013). The �fth

component is then de�ned as the stance hip angle in the frontal plane. Finally,the sixth component of the controlled
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Fig. 7. (Top): Sagittal and frontal planes of ATRIAS 2.1 during the right stance phase with the associated con�guration variables.
The Euler anglesqz T (yaw), qy T (roll) andqx T (pitch) describe the rotation of the torso frame0TxTyTzT with respect to the world
frame00x0y0z0 . (Bottom):A conceptual representation of the series elastic actuators employed in the sagittal dynamics of ATRIAS
as well as spring coordinates.

variables in (70) is taken as the horizontal distance between the swing leg end and the robot COM in the frontal plane.

In our notation,xsw(q) andxCOM(q) represent the horizontal coordinates of the swing leg end and COM in the frontal

plane, respectively (see Fig. 7). However, to be compatiblewith the virtual constraints structure in (64), we study linear

controlled variables in (70) (i.e., linear inq). Hence, one can linearize the distance functionxsw(q) � xCOM(q) around a

point on the nominal orbit to get linear controlled variables. Without loss of generality, we do the linearization at theend

of the nominal gait on the �xed pointx �
f . The idea of controlling the distance between the COM and swing leg end in

the frontal plane originated in (Chevallereau et al., 2009). For the �ve-link robot of Subsection 6.4, the distance function

can stabilize the gait, whereas for the ATRIAS structure, itcannot. In particular, the dominant eigenvalues of the25� 25

Jacobian of the half Poincaré map aref� 1:0000; � 1:3011; 0:8363; � 0:1602g. We remark thatxsw(q) andxCOM(q) are

de�ned in the frontal plane which is rotating around thez-axis of the world frame by the yaw angle. As a consequence,

the distance functionxsw(q) � xCOM(q) and its linearization are yaw invariant. This implies the equivariance property

of the closed-loop system as stated in Remark 12, and therefore the eigenvalue� 1 corresponds to the yaw coordinate.

Figure 8 represents the2-norm of the extended sensitivity matrices versus the elements of theH R matrix. From this

�gure, the most important sensitivity matrices relate to columns1� 7 and13. However, the �rst column corresponds to

the yaw position and we do not consider it for stability modulo yaw. Based on these observations, we let� � parameterize

only the columns2 � 7 and13. Next, the optimization problem (47) withw1 = 1 , w2 = 1 anddmax = 0 :01 (m) is
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Fig. 8. Plot of the2-norm of the extended sensitivity matrices versus the components of the6 � 13 H R matrix around the nominal
output function (70). Here,i = row + 6( column� 1).

solved for exponential and robust stability. The optimal controlled variables, i.e.,H R q, are then given by14

2

6
6
6
6
6
6
6
6
6
4

1
2 (qgr 1R + qgr 2R)
1
2 (qgr 1L + qgr 2L)

qgr 2R � qgr 1R

qgr 2L � qgr 1L

q3R
@
@q(xsw � xCOM) (x �

f ) q

3

7
7
7
7
7
7
7
7
7
5

+

2

6
6
6
6
6
6
6
6
6
4

� 0:1193qyT � 0:1277q3L

+0 :0786qyT + 0 :0842q3L

� 0:0313qyT � 0:0334q3L

+0 :0400qyT + 0 :0428q3L

+0 :0038qyT + 0 :0041q3L

� 0:2731qyT � 0:2923q3L

3

7
7
7
7
7
7
7
7
7
5

: (71)

Corresponding to these controlled variables, the dominanteigenvalues of the25� 25Jacobian of the half Poincaré map,

calculated based on the Taylor series expansion (21), aref� 1:0000; � 0:9033; 0:8087; 0:5410; � 0:1128g. For compar-

ison, the dominant eigenvalues of the real Jacobian of the half Poincaré map becomef� 1:0000; � 0:8183; 0:8686�

0:1011i; � 0:1104g. The controlled variables (71) can also be interpreted as de�ning a modi�ed output of the form (68).

Figure 9 depicts the phase portraits of the closed-loop system during50 consecutive steps of walking. Here, the

simulation starts at the end of the left stance phase on the periodic orbit (see the circles in the plots). During the fourth

step, an external horizontal force with a magnitude of100(N) is applied to the COM of the robot for50%of the step.

Convergence to the periodic orbit is clear. The orbitO has been designed to walk along they-axis of the world frame

which corresponds to the yaw angleqzT being zero. However, since the orbit is exponentially stable modulo yaw, the

horizontal disturbance changes the direction of walking byshifting the phase portrait in the yaw coordinates.

To evaluate the robustness of the closed-loop system, we simulated walking over arandomly generatedperiodic

sequence of ground height disturbanced[k] 2 [� dmax ; dmax ] with period20. The maximum disturbance sizedmax =

0:03 (m) corresponds to3:75% of robot's leg length.Figure 10presents the evolutions of the disturbanced[k] and

correspondingx andy components of the COM velocity deviation�v cm[k] for the optimal solution. An animation of

this simulation can be found at (Grizzle, 2015).

Yaw Stability Next, our objective is to design the controlled variables for full exponential stability including yaw. For

this goal, the sensitivity analysis is done around the improved output function (71). Since the orbit is already stabilized

modulo yaw, we only let� � parameterizes the �rst column of theH R matrix which corresponds to the yaw coordinate.

Next, the optimization problem (47) is solved withw1 = 1 andw2 = 0 . The optimal perturbation in the controlled

14For this optimal solution, the elements of� � corresponding to columns3 � 7 are very small and are not reported here.
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Fig. 9. Phase portraits of the closed-loop hybrid system for the Euler angles and right hip during50 consecutive steps corresponding
to the optimal solutions of (47) for stability modulo yaw. The circles represent the initial condition of the simulator.

variables is then given by 2

6
6
6
6
6
6
6
6
6
4

0:0263qzT

0:0230qzT

� 0:0112qzT

� 0:0186qzT

� 0:0729qzT

0:1065qzT

3

7
7
7
7
7
7
7
7
7
5

for which the dominant eigenvalues of the estimated and realJacobian matrices becomef� 0:8836� 0:0529i; 0:8694�

0:1051i; � 0:1109g and f� 0:8854; � 0:8854; 0:8757; 0:8757; � 0:1109g, respectively. Figure 11 illustrates the phase

portraits of the closed-loop system corresponding to the optimal solution during80consecutive steps of walking. During

the fourth step, an external horizontal force with a magnitude of70(N) is applied to the side of the robot to its COM

over50%of the step. Finally, Fig. 12 depicts the trajectory of the COM and the foot step locations in thexy-plane of the

world frame. Convergence to the periodic orbit even in the yaw position is clear.The controller stabilizing yaw does not

reject as large an external horizontal disturbance as the controller achieving stability modulo yaw (70N vs100N). The

robot's hip joints have only 2 DOFs, with rotations in the sagittal and frontal planes, but lack internal/external rotations

in the transverse plane. It may be that turning is an effective strategy to accommodate lateral disturbances in a robot with

this morphology. In any case, lateral disturbance rejection was not part of the design objective.

Other Nominal Output FunctionsTo demonstrate the power of the sensitivity and BMI approach, we study the sta-

bilization of other nominal output functions. We start withnominal controlled variables as in (70) in which the sixth

component is replaced by
@
@q

�
1
2

xsw � xCOM

�
(x �

f ) q (72)
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Fig. 10. Plot of arandomly generatedground height pro�led[k] (m) and the correspondingx andy components of the deviation in
ATRIAS's COM velocity (i.e.,�v cm[k]) (m/s) for the optimal solution of (47) versus the step number k.

where 1
2 xsw(q) � xCOM(q) represents the distance between the COM and the point midwaybetween the the leg ends

in the frontal plane15. In (72), the distance function has been linearized around the orbitOR just before the impact.

The dominant eigenvalues of the Jacobian of the half Poincaré map aref� 1:0000; 1:0499; � 0:8455; 0:8430; � 0:1130g

and hence, zeroing the output function cannot stabilize theorbit O. The optimization problem (31) is then solved for

exponential stability modulo yaw. The dominant eigenvalues of the Jacobian of the half Poincaré map based on the

linear approximation of (21) aref� 1:0000; � 0:8702; 0:8359� 0:0851i; � 0:1329g. Next, the dominant eigenvalues of

the real Jacobian of the half Poincaré map corresponding to this perturbation becomef� 1:0000; � 0:8623; 0:8630�

0:0713i; � 0:1465g.

If the sixth component of the nominal controlled variables in (70) is de�ned as the swing hip angleq3L , the

periodic orbitO is extremely unstable and the dominant eigenvalues of the Jacobian of the half Poincaré map are

f� 1:0000; � 2:4587; 0:8414; � 0:4228g. Next, for exponential stability modulo yaw, the optimization problem (31)

is solved. The optimal perturbation values are then pluggedin the output functions. However, the values are not

small enough to have a good approximation based on the Taylorseries expansion and as a consequence, the orbit

O is not stable. In particular, the dominant eigenvalues of the real Jacobian of the half Poincaré map become

f� 1:0000; � 1:2608; 0:8087; � 0:2036g. Next, the sensitivity analysis is performed again around the resultant perturbed

output function. The optimal solution of (31) is then calculated. Finally, the dominant eigenvalues of the Jacobian of

the half Poincaré map, based on Taylor series expansion (21), aref� 1:0000; � 0:8561; 0:8418� 0:1030i; � 0:1084g,

while the actual eigenvalues of the half Poincaré map's Jacobian aref� 1:0000; � 0:8764; 0:7773� 0:1056i; � 0:1308g,

establishing exponential stability modulo yaw.

7. Conclusion

This paper introduced a method for designing continuous-timecontrollers to robustly and exponentially stabilize periodic

orbits for hybrid systems. In contrast with previous methods that rely on recomputing the Jacobian of the Poincaré map

at each step of a nonlinear optimization, the proposed method employs a sensitivity analysis to approximate the Jacobian

by an af�ne function of the control parameters. The resulting optimization problem involves LMI and BMI constraints

and can be solved effectively with existing software packages. The power of this approach was illustrated in the design

of robust and stabilizing virtual constraints for two underactuated 3D bipedal robots with8 and13DOF. The approach

can handle both full-state stability and stability modulo yaw.

The algorithm presented in this paper can be extended to moregeneral forms of robust stabilization problems,

includingH 1 robustness against uncertainties rising from external forces acting on the robot. In future research, we will

investigate these forms of uncertainties. We will also investigate the results for stable and 3D underactuated runningby

15The expression (72) assumes that the stance leg end is on the origin of the world frame.
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Fig. 12. Trajectory of the COM and feet trace during80 consecutive steps of walking with yaw stability.

ATRIAS with 32 states and6 actuators. Furthermore, the BMI optimization of this papercan be extended to improve

stability of bipedal walking by designing proper phasing variables.

One potential limitation of the proposed algorithm is the assumption of invariant periodic orbits for the closed-loop

hybrid system. An interesting research direction would be replacing the assumption of invariant orbits with a set of

weaker assumptions. Another direction could can be extending the algorithm for robust stabilization of a-periodic orbits

of hybrid systems.

A. Proof of Lemma 1

Let us de�ne the sensitivity of the solution with respect to the parametervector as	( t; x 0; � ) := @'
@� (t; x 0; � ) 2 R(n +1) � p.

From the de�nition of the solution' (t; x 0; � ),

' (t; x 0; � ) = x0 +
Z t

0
f cl (' (�; x 0; � ); � ) d�: (73)
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Differentiating both sides of (73) with respect� and next with respect to the time yields the following matrixdifferential

equation

_	( t; x 0; � ) =
@fcl

@x
(x; � )

�
�
�
x = ' ( t;x 0 ;� )

	( t; x 0; � )

+
@fcl

@�
(x; � )

�
�
�
x = ' ( t;x 0 ;� )

	(0 ; x0; � ) = 0 :

(74)

Sincef cl is C1 , the solutions of (74) are unique over the maximal interval of existence. Consequently,	( t; x 0; � ) � 0

if and only if @fcl

@� (x; � ) = 0 for all x = ' (t; x 0; � ).

B. Proof of Theorem 2

According to Items 2 and 3 of Assumption 1,T(x �
0; � ) = T � and�( x �

f ; � ) = x �
0 for all � 2 � . This fact together with

(17) implies that the Jacobian of the Poincaré return map canbe expressed as16

D1 P(x �
f ; � ) = D1 ' (T � ; x �

0; � ) D1 T(x �
0; � ) D1 �( x �

f ; � )

+ D2 ' (T � ; x �
0; � ) D1 �( x �

f ; � ):
(75)

Furthermore,

D1 ' (T � ; x �
0; � ) = _' (T � ; x �

0; � )

= f cl (' (T � ; x �
0; � ); � )

= f cl(x �
f ; � )

= f cl(x �
f ; � � );

(76)

in which we have made use of the invariance condition (see (11)) in the last equality. D2 ' (T � ; x �
0; � ) can also be

expressed as

D2 ' (T � ; x �
0; � ) =

@'
@x0

(T � ; x �
0; � )

= �( T � ; x �
0; � )

= � �
f (� ):

(77)

From the switching and invariance conditions (see Item 2 of Assumption 1),

s(' (T � ; x �
0; � )) = 0 ; 8� 2 �

which together with the Implicit Function Theorem implies that

s(' (T (x; � ); x; � )) = 0 (78)

16Following common convention for the partial derivatives ofaC1 function � (x1 ; � � � ; x v ),

Dj � (x1 ; � � � ; x v ) :=
@�

@xj
(x1 ; � � � ; x v ); j = 1 ; � � � ; v:
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for all x in an open neighborhood ofx �
0 and all� 2 � . Differentiating (78) with respect tox around(x �

0; � ) results in

D s(x �
f ) D1 ' (T � ; x �

0; � ) D1 T(x �
0; � )

+ D s(x �
f ) D2 ' (T � ; x �

0; � ) = 0

which in combination with (76), (77) and the transversalityassumption results in

D1 T(x �
0; � ) = �

@s
@x(x

�
f ) � �

f (� )
@s
@x(x

�
f ) f cl(x �

f ; � � )
: (79)

In particular, the Jacobian of the time-to-reset function depends on� only through� �
f (� ). Replacing (79) in (75) yields

(48), from which (49) follows immediately.

C. Effects of the Invariance Assumption on Sensitivity Analysis and BMI optimization

C.1. Invariance Assumption

We remark that if the invariant periodic orbit assumption isviolated, by changing the controller parameters� , the orbit

O may change and it may be no longer periodic. Thus, one would need to add extra equality constraints on� for the

optimization problems (31) and (47) to satisfy the “periodicity assumption”. In addition, some inequality constraints on

� are required to check for the “feasibility” of the new generated orbit (e.g., feasibility of positions, velocities, torques

and ground reaction forces in case of bipedal walking). In general, these constraintscannotbe expressed in the format of

BMIs and LMIs as given in the optimization problems (31) and (47). In Subsections C.2 and C.3, we shall assume that

the periodicity and feasibility assumption are somehow satis�ed and we focus on a weaker set of invariance assumption.

C.2. Effects of the Invariance Assumption on Theorem 2 and Computation of the Sensitivity Matrices

Let us assume that the invariance condition of the whole orbit O in Assumption 1 is reduced to a weaker assumption. In

the new assumption, the initial and �nal pointsx �
0 andx �

f of the continuous-time arc are assumed to be invariant (i.e.,

�xed) under the choice of the parameters vector� 17. However, the solution of the ODE_x = f cl(x; � ), x(0) = x �
0 can

change between these two �xed boundaries when� varies18. Analogous to the proof of Theorem 2, it can be shown that

the saltation matrix isno longer independent of� and can be given by

�( x �
f ; � ) := I (n +1) � (n +1) �

f cl(x �
f ; � ) @s

@x(x
�
f )

@s
@x(x

�
f )f cl(x �

f ; � )
:

Thus, the factorization of the sensitivity matrices as given in (49) isnot valid. In addition, at the variational equation

level, one would need to integrate a more complex and “augmented” system as follows

"
_�( t; x �

0; � )

_' (t; x �
0; � )

#

=

"
@fcl

@x (' (t; x �
0; � ); � ) �( t; x �

0; � )

f cl (' (t; x �
0; � ); � )

#

; 0 � t � T (x �
0; � )

"
�(0 ; x �

0; � )

' (0; x �
0; � )

#

=

"
I (n +1) � (n +1)

x �
0

#

;

since the solution' (t; x �
0; � ) is not knowna priori. This complicates the computation of the sensitivity matrices.

17This assures the periodicity assumption.
18If � is close enough to a feasible nominal parameter� � , one can assume that the resultant orbit is feasible.
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C.3. Effects of the Invariance Assumption on Theorem 3 and Robust Stabilization Problem

If the invariance condition is reduced to a weaker assumption as stated in Subsection C.2, one would have a� -dependent

Jacobian matrix in Theorem 3 given by

@Pe
@d

(x �
f ; �; 0) =

f cl(x �
f ; � )

@s
@x(x

�
f ) f cl(x �

f ; � )
:

In this case, we cannot have a constantCe matrix in (40). In particular,Ce depends on� and as a result, the robust

stabilization problem of (47) is no longer in the format of BMIs.

D. Proof of Theorem 3

The proof of (52) is immediate from (36). To extract (54), from Assumption 1,Te(x �
0; �; 0) = T � for all � 2 � .

Furthermore, the Implicit Function Theorem is applied to

s (' (Te(x; �; d ); x; � )) = d (80)

from which, it can be concluded that

D s(x �
f ) D1 ' (T � ; x �

0; � ) D3 Te(x �
0; �; 0) � 1 = 0:

This latter equation together with (76) results in

D3 Te(x �
0; �; 0) =

1
@s
@x(x

�
f ) f cl(x �

f ; � � )
: (81)

Finally, Pe depends ond only through the extended time-to-reset functionTe (see (34)), and hence,

D3 Pe(x �
f ; �; 0) = D1 ' (T � ; x �

0; � ) D3 Te(x �
0; �; 0):

This together with (81) and (76) completes the proof.

E. Numerical Calculation of the Sensitivity of the Reset MapJacobian

The objective of this appendix is to investigate Item 3 of Assumption 1 for the hybrid model of 3D walking in (56).

This section also provides a systematic approach to numerically calculate the sensitivity of the reset map Jacobian, i.e.,
@�
@�i

(x �
f ; � � ), where�( x �

f ; � ) := @�
@x(x �

f ; � ) was already de�ned in Theorem 2.

Theorem 5(Sensitivity of the Reset Map Jacobian). LetO = OR[O L be a transversal periodic orbit for the closed-loop

hybrid model of 3D walking. Then the following statements are correct.

1. Items 1 and 3 of Assumption 1 are satis�ed if

@fcl
i

@�i
(x; � i )

�
�
�
x 2 O i

= 0 ; i 2 f R,Lg:

2. Letf x �
f; Rg := OR \ S R! L, f x �

f; Lg := OL \ S L! R, andx �
f := x �

f; R. Suppose further that� � denotes the nominal

full parameter vector. Then,@�
@�i

(x �
f ; � � ); i = 1 ; � � � ; p in (49)can be expressed as

@�
@�i

(x �
f ; � � ) =

@� L! R

@x
(x �

f; L)
@2PR! L

@�i @x
(x �

f; R; � � );
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in which

@2PR! L

@�i @x
(x �

f; R; � � ) = � L(x �
f; L; � � )

@� �
f; L

@�i
(� � )

@� R! L

@x
(x �

f; R)

� L(x �
f; L; � � ) := I (n +1) � (n +1) �

f cl
L (x �

f; L; � � ) @sL! R
@x (x �

f; L)
@sL! R

@x (x �
f; L) f cl

L (x �
f; L; � � )

and� �
f; L(� ) denotes the �nal value of the trajectory sensitivity matrix� L(t; x 0; � ) := @' L

@x0
(t; x 0; � ) on the orbitOL.

Proof.According to (11),@fcl
R

@�R (x; � R) = 0 for all x 2 OR follows Item 1 of Assumption 1. In an analogous manner,
@fcl

L
@�L (x; � L) = 0 for all x 2 OL results in@' L

@�L (t; � R! L(x �
f; R); � L) = 0 for all t � 0, and hence,

PR! L(x �
f; R; � L) = x �

f; L ; 8� L 2 � L :

This together with (58) completes the proof of Item 3 of Assumption 1. The proof of Part 2 is similar to the one presented

in Theorem 2.
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