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Abstract— This paper presents a systematic approach to
exponentially stabilize periodic orbits in nonlinear systems with
impulse effects, a special class of hybrid systems. The presented
method assumes a parametrized family of continuous-time
controllers has been designed so that (1) a periodic orbit is
induced, and (2) the orbit itself is invariant under the choice of
parameters in the controllers. By investigating the properties
of the Poincaré return map, a sensitivity analysis is presented
that translates the stabilization problem into a set of Bilinear
Matrix Inequalities (BMIs). A BMI optimization problem is set
up to select the parameters of the continuous-time controller
to achieve exponential stability. We illustrate the power of the
approach by finding new stabilizing solutions for periodic orbits
of an underactuated 3D bipedal robot.

I. INTRODUCTION

This paper addresses the problem of designing continuous-
time feedback controllers to exponentially stabilize periodic
orbits for hybrid systems [1]. Our motivation comes from
the desire to exponentially stabilize periodic walking gaits
in bipedal robots, but the results we present apply to hybrid
as well as non-hybrid systems [2]-[8]. Hybrid systems model
many important processes, including power systems [6] and
mechanical systems with impacts [9]-[25]. The primary tool
for analyzing the stability of periodic orbits for hybrid
systems is the method of Poincaré sections, in which the
flow of the system is replaced by the Poincaré return map,
which is a discrete-time system evolving on the Poincaré
section [8], [26]-[28].

Stabilization of periodic orbits in hybrid systems is often
achieved with multi-layered feedback control architectures
in which an event-based controller updates parameters of
a lower-level continuous-time controller. In several concrete
applications, a continuous-time controller has been designed
that creates a periodic orbit, but does not manage to render
it exponentially stable [21], [33]. In these cases, a set of ad-
justable parameters has been introduced into the continuous-
time controller, which are then updated when the state of the
hybrid system intersects a Poincaré section [29], [9, Chap. 4],
[15]. This event-based control action is often designed with
the objective of rendering the Jacobian of the Poincaré return
map around the fixed point a Hurwitz matrix. This approach
has been successfully used in [15], [23], [22], [30] to design
event-based stabilizing controllers for bipedal robots. One
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drawback of achieving stability via event-based actions is
the potentially large delay between the occurrence of a
perturbation and the compensating effect of the event-based
controller. Diehl et al. [1] presented a method for stabilizing
periodic orbits of hybrid systems by solving a nonlinear
optimization problem to minimize a smoothed version of the
spectral radius of the monodromy matrix.

The contribution of this paper is to present a method based
on bilinear matrix inequalities (BMIs) to design continuous-
time controllers that provide exponential stability without
relying on event-based controllers. A family of parametrized
continuous-time controllers is presented under which the pe-
riodic orbits are invariant. Unlike [29], [9], [30], the parame-
ters are constant, not updated by event-based controllers. The
properties of the Poincaré return map are studied under the
invariance condition and a sensitivity analysis is presented.
On the basis of the sensitivity analysis, the problem of
stabilization of the periodic orbits is then translated into a set
of bilinear matrix inequalities. A BMI optimization problem
is set up to tune the constant parameters of the continuous-
time controllers to stabilize the periodic orbits. Finally, this
approach is illustrated to design stabilizing continuous-time
controllers for underactuated 3D bipedal robots.

The remainder of this paper is organized as follows. In
Section II we provide formal definitions related to hybrid
systems and the Poincaré return map. Required conditions
on the periodic orbit and the feedback law are presented to
set up the sensitivity analysis. Two families of feedback laws
satisfying the conditions are presented. Section III describes
the formulation of an optimization problem with BMI con-
straints to guarantee the stability of the linearized Poincaré
map based on the sensitivity analysis. In Section IV we
illustrate the method to design continuous-time controllers
to stabilize a periodic orbit of an underactuated 3D bipedal
robot. Conclusions are summarized in Section V.

II. STABILIZATION PROBLEM OF PERIODIC ORBITS FOR
HYBRID SYSTEMS

This section addresses the stabilization problem of pe-
riodic orbits for hybrid systems by employing a class
of parametrized and continuous-time controllers. Next, the
properties of the Poincaré return map are studied to present
a sensitivity analysis to exponentially stabilize the periodic
orbits by tuning the constant parameters of the continuous-
time controllers. To simplify the analysis, we study a hybrid
model consisting of one continuous phase and one discrete



transition. In particular, the hybrid model is expressed as

Σ :

{
ẋ = f(x) + g(x)u, x− /∈ S
x+ = ∆(x−), x− ∈ S, (1)

in which x ∈ X and X ⊂ Rn are the state vector and state
manifold, respectively. Furthermore, u ∈ U is the continuous-
time control input, where U ⊂ Rm represents the set of
admissible control inputs. f : X → TX and columns of g
are smooth (i.e., C∞) vector fields, in which TX denotes
the tangent bundle of the state manifold X . The switching
manifold is represented by S on which, the state solutions
undergo a sudden jump according to the switching map
as x+ = ∆(x−). Here, x−(t) and x+(t) denote the left
and right limits of the state trajectory at the time instant t,
respectively. Throughout this paper, we shall assume that the
switching manifold can be expressed as

S := {x ∈ X | s(x) = 0} , (2)

where s : X → R is the C∞ switching function. Moreover,
∆ : S → X represents the C∞ switching map.

A. Family of parametrized controllers and closed-loop hy-
brid model

In this subsection, we present a family of parametrized
and continuous-time controllers under which there is an
invariant periodic orbit for the closed-loop hybrid model.
The parametrized feedback laws of this paper are different
from those presented in [29], [9], [30]. In particular, the
event-based update law preserves the orbit for the closed-
loop system of [29], [9], [30], while in this paper, the periodic
orbit is invariant under the family of parametrized feedback
laws. In particular, in Subsection II-D, it will be shown that
according to the invariance property, the event-based control
action cannot be employed to stabilize the orbit. To achieve
these goals, the continuous-time control input u is taken as
the C∞ and parametrized feedback law Γ(x, ξ) ∈ U , in which
ξ ∈ Ξ represents the p-dimensional constant parameter
vector and Ξ ⊂ Rp is the set of admissible parameters. By
employing the feedback law Γ(x, ξ), the closed-loop hybrid
model would be parametrized and can be given by

Σcl
ξ :

{
ẋ = f cl(x, ξ), x− /∈ S
x+ = ∆(x−), x− ∈ S, (3)

in which the superscript “cl” stands for the closed-loop
dynamics and f cl(x, ξ) := f(x) + g(x) Γ(x, ξ). For a
given parameter vector ξ ∈ Ξ, the unique solution of the
differential equation ẋ = f cl(x, ξ) with the initial condition
x(0) = x0 over the maximal interval of existence is then
denoted by ϕ(t, x0, ξ), t ≥ 0. Furthermore, the time-to-
switching function T : X × Ξ→ R≥0 is defined as the first
time at which the flow ϕ(t, x0, ξ) intersects the switching
manifold S, i.e.,

T (x0, ξ) := inf {t ≥ 0 | s(ϕ(t, x0, ξ)) = 0} . (4)

B. Invariant periodic orbit

This subsection presents the fundamental assumptions of
the parametrized and continuous-time feedback laws em-
ployed in this paper. In particular, we shall assume that the
following assumptions are satisfied.

Assumption 1 (Invariant Periodic Orbit): There exists an
initial condition x∗i ∈ X \ S such that for all parameter
vectors ξ ∈ Ξ, the orbit

O := {x = ϕ(t, x∗i , ξ) | 0 ≤ t < T ∗} (5)

is a periodic orbit of the closed-loop hybrid system (3), in
which T ∗ := T (x∗i , ξ) > 0 is the bounded and minimal
period of the orbit.

Assumption 1 states the existence of an invariant periodic
orbitO for the family of parametrized and closed-loop hybrid
models in (3). In particular, the solution of the differential
equation ẋ = f cl(x, ξ) with the initial condition x(0) = x∗i
does not depend on the parameter vector ξ and for simplicity,
we denote it by ϕ∗(t) := ϕ(t, x∗i , ξ). In Section II-C, two
examples of feedback laws satisfying Assumption 1 will be
presented.

Assumption 2 (Transversality): The periodic orbit O in
(5) is transversal to the switching manifold S. In particular,
(i) O ∩ S is a singleton, i.e.,

O ∩ S = {x∗f}, (6)

where O represents the set closure of O, and (ii),

∂s

∂x
(x∗f ) f cl(x∗f , ξ) 6= 0.

(7)

Assumption 2 follows that the orbit O is not tangent to
the switching manifold S at the point x∗f . In addition, it can
be concluded that x∗i = ∆(x∗f ).

C. Examples of continuous-time feedback controllers satis-
fying the invariance assumption

In this subsection, two examples of continuous-time feed-
back laws, satisfying the invariance condition in Assumption
1, are presented. For this goal, we first present the following
assumption.

Assumption 3 (Phasing Variable): There exists a C∞
scalar quantity θ(x) as a function of the state vector x, re-
ferred to as the phasing variable, which is strictly monotonic
(strictly increasing or decreasing) on the periodic orbit O,
i.e.,

θ̇(x) =
∂θ

∂x
(x) f cl(x, ξ) 6= 0, ∀x ∈ O.

(8)

Under Assumption 3, the desired evolution of the state
variables on the orbit O can be expressed in terms of the
phasing variable θ rather than the time. In particular, let Θ(t)
represent the time evolution of the phasing variable θ on the
orbit O. Then, one can define the desired evolution of the
state vector on the orbit O in terms of θ as follows

xd(θ) := ϕ∗(t)
∣∣∣
t=Θ−1(θ)

, (9)



in which t = Θ−1(θ) denotes the inverse of the function
θ = Θ(t). Now we are in a position to present two families
of parametrized controllers which satisfy Assumption 1.

Example 1 (Feedforward and Linear State Feedback):
The first family of continuous-time controllers can be
expressed as

Γ(x, ξ) := Γ∗(x)−K (x− xd(θ)) , (10)

in which Γ∗(x) is a feedforward term corresponding to the
orbit O. The parameter vector ξ is taken as the columns of
the gain matrix K ∈ Rm×n, i.e., ξ := vec(K), where vec(.)
represents the vectorization operator. It can be concluded that
for all ξ, O is a periodic orbit of the closed-loop hybrid
model and hence, Assumption 1 is satisfied. More generally,
if the gain matrix K is a function of x parametrized by a
finite-dimensional vector ξ, the assumption is still satisfied.

Example 2 (Input-Output Linearizing Controller): For
the second family of controllers, let us define an output
vector with the dimension equal to the input vector, i.e.,
dim y = dimu = m. In particular, we define the output
function

y(x) := H (x− xd(θ)) , (11)

where H ∈ Rm×n is the output matrix and ξ := vec(H).
The output function y(x) in (11) vanishes on the orbit O,
and we assume that it has uniform vector relative degree r
on an open neighborhood of O. The family of input-output
linearizing controllers is then given by

Γ(x, ξ) := −(Lg L
r−1
f y(x))−1

(
Lrf y(x) +

r−1∑
i=0

Ki L
i
f y(x)

)
(12)

in which the scalars K0, · · · ,Kr−1 are chosen such that sr+
Kr−1 s

r−1 + · · · + K0 = 0 is Hurwitz. The controller (12)
results in the output dynamics

y(r) +Kr−1 y
(r−1) + · · ·+K0 y = 0 (13)

for which the origin (y, ẏ, · · · , y(r−1)) = (0, 0, · · · , 0) is
exponentially stable and hence, the controller preserves the
orbit O for all ξ ∈ Ξ.

D. Poincaré return map and sensitivity analysis

This subsection addresses the properties of the Poincaré
return map for the closed-loop hybrid system under the
invariance condition. The parametrized Poincaré return map
for the closed-loop hybrid system (3) is defined as P :
S × Ξ→ S by

P (x, ξ) := ϕ (T (∆(x), ξ),∆(x), ξ) (14)

which results in the following discrete-time system

xk+1 = P (xk, ξ), (15)

defined on the Poincaré section S. According to the invari-
ance condition, x∗f is a fixed point of the Poincaré return
map for all ξ ∈ Ξ, i.e.,

P (x∗f , ξ) = x∗f , ∀ξ ∈ Ξ. (16)

One immediate consequence of (16) is that

∂P

∂ξ
(x∗f , ξ) = 0, ∀ξ ∈ Ξ, (17)

and hence, the pair (∂P∂x (x∗f , ξ),
∂P
∂ξ (x∗f , ξ)) is not control-

lable. Therefore, the linear event-based controller design
approach of [29], [9], [30] cannot be employed to stabilize
the orbit O by updating parameter vector ξ in a step-to-step
manner. Instead, we assume that the parameter vector ξ is
constant and the objective is to design constant parameters
of the continuous-time controller to exponentially stabilize
the orbit O for the closed-loop system without employing
event-based update loops. To achieve this goal, we study the
discrete-time system (15) linearized around the fixed-point
x∗f which is given by

δxk+1 =
∂P

∂x
(x∗f , ξ) δxk, (18)

where δxk := xk − x∗f . Next, the objective is to find the
parameter vector ξ such that the Jacobian matrix ∂P

∂x (x∗f , ξ)
becomes Hurwitz. As the Poincaré return map in general
is calculated by numerical integration of the hybrid model,
there is no closed-form expression for ∂P

∂x (x∗f , ξ). This prob-
lems is more critical in mechanical systems of bipedal robots
with high degrees of freedom. To resolve this problem, we
turn our attention to the sensitivity analysis. In particular,
by writing down the Taylor series expansion of the Jacobian
matrix ∂P

∂x (x∗f , ξ) around some nominal parameter vector ξ∗

for sufficiently small ‖ξ − ξ∗‖, (18) becomes

δxk+1 =

(
∂P

∂x
(x∗f , ξ

∗) +

p∑
i=1

∂2P

∂ξi∂x
(x∗f , ξ

∗) ∆ξi

)
δxk,

(19)
where ∆ξi := ξi − ξ∗i for i = 1, · · · , p. Next, the ob-
jective is to find the constant perturbation value ∆ξ :=
(∆ξ1, · · · ,∆ξp)> such that the origin δx = 0 is exponen-
tially stable for (19). To simplify the calculation of the first-
and second-order Jacobian matrices in (19), we present the
following theorem as a numerical approach to calculate the
Jacobian matrices on the basis of the trajectory sensitivity
matrix.

Theorem 1 (Calculations of Jacobian Matrices): Let
Φ(t, x0, ξ) := ∂ϕ

∂x0
(t, x0, ξ) represent the trajectory

sensitivity matrix and define

Φ∗f (ξ) := Φ(T ∗, x∗i , ξ).

Then, under Assumptions 1 and 2, the Jacobian matrices in
(19) can be expressed as1

∂P

∂x
(x∗f , ξ

∗) = Π(x∗f , ξ
∗) Φ∗f (ξ∗) Υ(x∗f ) (20)

∂2P

∂ξi∂x
(x∗f , ξ

∗) = Π(x∗f , ξ
∗)
∂Φ∗f
∂ξi

(ξ∗) Υ(x∗f ), (21)

1It is important to consider the Jacobian matrix ∂P
∂x

(x∗f , ξ) as a mapping
from S into S by pre and post multiplying it by projection and lift matrices.
However, to simplify the notation, we do not consider the projection and
lift matrices here.



for i = 1, · · · , p, in which

Π(x∗f , ξ
∗) := I −

f cl(x∗f , ξ
∗) ∂s∂x (x∗f )

∂s
∂x (x∗f )f cl(x∗f , ξ

∗)

Υ(x∗f ) :=
∂∆

∂x
(x∗f ).

Proof: See [34].
Remark 1: Theorem 1 simplifies the calculation of the

Jacobian matrices in (19) by relating them to the final value
of the trajectory sensitivity matrix, i.e., Φ∗f (ξ). Furthermore,
Φ∗f (ξ) can be obtained by numerical integration of the well-
known variational equation [27], that is,

Φ̇(t, x∗i , ξ) =
∂f cl

∂x
(ϕ∗(t), ξ) Φ(t, x∗i , ξ), 0 ≤ t ≤ T ∗

Φ(0, x∗i , ξ) = I.

Next, numerical differentiation approaches like the two-point
symmetric difference can be applied to calculate

∂Φ∗
f

∂ξi
(ξ∗) in

(21) as follows

∂Φ∗f
∂ξi

(ξ∗) =
1

2δ

(
Φ∗f (ξ∗ + δ ei)− Φ∗f (ξ∗ − δ ei)

)
,

where {e1, · · · , ep} is the set of standard bases for Rp and
δ > 0 is a small perturbation value.

III. TRANSLATION OF THE STABILIZATION PROBLEM
INTO BILINEAR MATRIX INEQUALITIES

The objective of this section is to translate the problem of
exponential stabilization of the origin δx = 0 for the discrete-
system (19) into a set of BMIs. To achieve this goal, we first
define

A0 :=
∂P

∂x
(x∗f , ξ

∗)

Ai :=
∂2P

∂ξi∂x
(x∗f , ξ

∗), i = 1, · · · , p.
(22)

Next, we present the following theorem to find the constant
perturbation vector ∆ξ.

Theorem 2 (BMIs for Stabilizations of the Orbit): The
following statements are correct.

1) There exists a B matrix such that

A0 +

p∑
i=1

Ai ∆ξi = A0 +B (I ⊗∆ξ), (23)

where “⊗” represents the Kronecker product.
2) The origin is exponentially stable for the system (19)

if there exist matrices W = W> and ∆ξ, and a scalar
µ ≥ 0 such that the following BMI is satisfied[

W A0W +B (I ⊗∆ξ)W
? (1− µ)W

]
> 0.

(24)

Proof: See [34] for Part 1. For Part 2, let us consider the
Lyapunov function Vk := V (δxk) := δx>k W

−1δxk. Then,
from BMI (24), W > 0 and (1− µ)W > 0 which together

with µ ≥ 0 yield µ ∈ [0, 1). Furthermore, using Schur’s
Lemma,

W (A0 +B (I ⊗∆ξ))
>
W−1 (A0 +B (I ⊗∆ξ)) W

−W < −µW.
(25)

Pre and post multiplying (25) with W−1 results in ∆Vk :=
Vk+1 − Vk < −µVk and

‖δxk‖2 <

√
λmax(W−1)

λmin(W−1)
(1− µ)k ‖δx0‖2 (26)

for k = 1, 2, · · · , where λmin(.) and λmax(.) are the
minimum and maximum eigenvalues, respectively. This com-
pletes the proof of Part 2.

PENBMI2 is a general-purpose solver for BMIs which
guarantees the convergence to a critical point satisfying
the first-order KKT optimality conditions [35]. The solver
PENBMI integrated with the MATLAB environment through
the YALMIP3 interface can then be used to solve the BMI
of Theorem 2. We are interested in solutions of (24) with a
small perturbation vector ∆ξ to have a good approximation
based on Taylor series expansion in (19). In addition, from
(26), we would like to maximize µ, or equivalently minimize
−µ to improve the convergence rate. Consequently, we
present the following optimization problem

min
W,∆ξ,µ,γ

− wµ+ γ (27)

s.t.
[
W A0W +B (I ⊗∆ξ)W
? (1− µ)W

]
> 0

‖∆ξ‖22 < γ

µ ≥ 0,

to tune the constant parameter vector ξ = ξ∗ + ∆ξ, where
w > 0 is a positive scalar as a tradoff between improving
the convergence rate and minimizing the norm of ‖∆ξ‖2.
Using Schur’s Lemma, ‖∆ξ‖22 < γ is also equivalent to the
following LMI constraint[

I ∆ξ
∆ξ> γ

]
> 0.

Hence, the optimization problem (27) becomes

min
W,∆ξ,µ,γ

− wµ+ γ (28)

s.t.
[
W A0W +B (I ⊗∆ξ)W
? (1− µ)W

]
> 0[

I ∆ξ
? γ

]
> 0

µ ≥ 0,

which can be handled by the solver PENBMI.
Remark 2: The approach of sensitivity analysis and BMI

optimization in (28) can be extended to non-hybrid systems,
described by ordinary differential equations. In this case,

2http://www.penopt.com/penbmi.html
3http://users.isy.liu.se/johanl/yalmip/



one can assume that ∆(x) = id(x), where id(x) represents
the identity map. Furthermore, this approach and Theorem
1can be extended to hybrid systems with multiple continuous
phases.

IV. APPLICATION TO UNDERACTUATED 3D BIPEDAL
ROBOTS

In this section we illustrate the results of this paper to
systematically stabilize a walking gait of an underactuated
3D bipedal robot with 8 degrees of freedom and 2 degrees
of underactuation. The biped model and several walking
controllers based on virtual constraints and hybrid zero
dynamics were previously described in [21]. The studied
robot consists of a torso and two identical legs with revolute
knees and point feet. Each hip has two degrees of freedom.
All of the internal joints are actuated, whereas the roll (i.e.,
q1) and pitch (i.e., q2) angles are unactuated. The structure
and coordinates are shown in Fig. 1.

Virtual constraints are kinematic relations among the gen-
eralized coordinates enforced asymptotically by feedback
control [8], [9], [21], [31], [32]. It has been shown that for
mechanical systems with more than one degree of underactu-
ation, the choice of virtual constraints affects the stability of
the periodic orbit [21]. In [21] it was shown that controlling
the actuated coordinates failed to stabilize a periodic walking
gait. Physical intuition led to a different choice of virtual
constraints which stabilized the same orbit; however, for
a related robot with additional degrees of freedom due to
series elastic actuators, the same intuition did not lead to a
stable periodic orbit [33]. This underlines the importance of
having a systematic method of choosing these constraints.
Any attempt, however, to apply the method of [1] to design
virtual constraints for this robot would require recomputation
of the 15× 15 Jacobian matrix of the Poincaré map at each
iteration of the nonlinear optimization algorithm, making the
algorithm impractical for this type of problem.

As in [21], we consider virtual constraints of the form

y = h0(q)− hd(θ) = H (q − qd(θ)) , (29)

where h0(q) = Hq is a set of controlled variables and
hd(θ) = Hqd(θ) gives the desired evolutions of h0 on the
orbit O, and θ is a gait phase variable satisfying Assumption
3. The input-output linearizing controller of Example 2 is
used to enforce the virtual constraints. A periodic orbit O
was designed via the optimization algorithm of [21]. With
the controlled variables taken to be simply the actuated
coordinates

H∗ q := (q3, q4, q5, q6, q7, q8)>, (30)

the dominant eigenvalues of the 15-dimensional Poincaré
map become {−2.1076, 0.8733,−0.3888}.

We now apply the algorithm developed in this paper to
design virtual constraints which stabilize the periodic orbit
O. For this, we let ξ = vec(H) ∈ R48, where H ∈
R6×8 is the output matrix of (29). Numerical estimation of
the resulting linearized Poincaré map yields values of the
matrices A0, · · · , Ap, p = 48.
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Fig. 1. A five-link 3D bipedal robot during the right stance phase with
point feet and the associated configuration variables [21].

Figure 2 depicts the 2-norm of Ai versus the elements
of the H matrix. As shown in the figure, the most impor-
tant sensitivity matrices around the nominal output function
correspond to the first column of the H matrix, which is
related to the roll angle q1. Based on this observation, we
reduce the dimension of the BMI optimization problem (28)
by letting ∆ξ parameterize only the first column of H; that
is, we redefine ∆ξ by H = H∗+

[
∆ξ 06×1 · · · 06×1

]
.

Solving this optimization problem with w = 20 results in
the following controlled variables

H q =


q3 + 0.4460 q1

q4 + 0.4474 q1

q5 + 0.6976 q1

q6 − 0.5948 q1

q7 − 0.3012 q1

q8 − 0.5726 q1

 . (31)

Using this output function, the dominant eigenvalues of
the approximate Jacobian matrix based on Taylor se-
ries expansion in (19) and real Jacobian matrix become
{−0.8622, 0.8623, 0.1719} and {−0.8486, 0.8595, 0.2381},
respectively. Next, the simulation of the closed-loop system
is started from a point off of the orbit with an error of 10
(deg/s) in the velocity coordinates. Figure 3 depicts the phase
portraits of the closed-loop system during 50 consecutive
steps of walking. Convergence to a stable limit cycle is clear.

Finally, we let ∆ξ parameterize only the (4, 1) element
of H , i.e., H = H∗ + ∆ξ E4,1, in which E4,1 ∈ R6×8 is
a matrix whose elements are zero except the (4, 1) element
which is 1. Solving the optimization problem (28) with w =
20 then results in the following controlled variables

H q := (q3, q4, q5, q6 − 1.8265 q1, q7, q8)>. (32)

Furthermore, the dominant eigenvalues of the approximate
and real Jacobian matrices are {−0.9023, 0.9015, 0.8740}
and {−0.9354, 0.8228, 0.8693}, respectively.

V. CONCLUSION

We have introduced a method for designing continuous-
time controllers to exponentially stabilize periodic orbits of
a class of hybrid systems. The key assumption is that a
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Fig. 3. Phase portraits of the closed-loop system during 50 consecutive
steps of walking corresponding to the optimal solutions of (28) around the
nominal output function.

parametrized family of continuous-time controllers is known
for which a periodic orbit is induced, and the orbit is
invariant under the choice of parameters. The properties of
the Poincaré map under the invariance condition were studied
to present a sensitivity analysis. This analysis allows the
problem of stabilization of periodic orbits to be translated
into a BMI optimization problem, which can be solved easily
with available software packages. The power of this approach
was demonstrated by redesigning virtual constraints for a
3D bipedal robot so as to stabilize a periodic walking
gait which previously required event-based stabilization. The
resulting virtual constraints offer new insights into the gait
stabilization problem for bipedal robots.

The algorithm we have presented can be extended to
more general classes of hybrid and non-hybrid systems,
including hybrid systems with multiple continuous phases.
We will be reporting the results on a 3D underactuated
bipedal robot that has 26 states and 6 actuators, four of which
have series compliance. We will also investigate the results
with simultaneous continuous-time and discrete-time control
actions for increasing the robustness of walking gaits.

REFERENCES

[1] M. Diehl, K. Mombaur, and D. Noll, ”Stability optimization of hy-
brid periodic systems via a smooth criterion,” IEEE Transactions on
Automatic Control, vol. 54, no. 8, pp. 1875–1880, August 2009.

[2] D. D. Bainov and P. S. Simeonov, Systems with Impulse Effects:
Stability, Theory and Applications, Ellis Horwood Limited, April 1989.

[3] H. Ye, A. N. Michel, and L. Hou, “Stability theory for hybrid dynamical
systems,” IEEE Transactions on Automatic Control, vol. 43, no. 4, pp.
461-474, 1998.

[4] W. M. Haddad, V. Chellaboina, and S. G. Nersesov, Impulsive and Hy-
brid Dynamical Systems: Stability, Dissipativity, and Control, Princeton,
NJ: Princeton University Press, 2006.

[5] R. Goebel, R. G. Sanfelice, A. R. Teel, Hybrid Dynamical Systems:
Modeling, Stability, and Robustness, Princeton, NJ: Princeton Univer-
sity Press, 2012.

[6] I. A. Hiskens and M. A. Pai, “Hybrid systems view of power system
modelling,” Proceedings of the IEEE International Symposium on
Circuits and Systems, Geneva, Switzerland, May 2000.

[7] A. Shiriaev, A. Sandberg, C. Canudas-de-Wit, “Motion planning and
feedback stabilization of periodic orbits for an acrobat,” Proceedings of
the 43rd IEEE Conference on Decision and Control, Atlantis, Paradise
Island, Bahamas, pp. 290–295, December 2004.

[8] J. W. Grizzle, G. Abba, and F. Plestan, “Asymptotically stable walking
for biped robots: Analysis via systems with impulse effects,” IEEE
Transactions on Automatic Control, vol. 46, issue 1, pp. 51-64, January
2001.

[9] E. R. Westervelt, J. W. Grizzle, C. Chevallereau, J. H. Choi, and
B. Morris, Feedback Control of Dynamic Bipedal Robot Locomotion,
Boca Raton: CRC Press, June 2007.

[10] A. D. Ames, R. Sinnet and E. Wendel, “Three-dimensional kneed
bipedal walking: A hybrid geometric approach,” Proceedings of the
12th International Conference on Hybrid Systems: Computation and
Control, Lecture Notes in Computer Science (HSCC 2009), vol. 5469,
pp. 16-30, April 2009.

[11] A. D. Ames, R. D. Gregg and M. W. Spong, “A geometric approach
to three-dimensional hipped bipedal robotic walking,” Proceedings of
the IEEE Conference on Decision and Control, New Orleans, LA, pp.
5123-5130, December 2007.

[12] M. W. Spong and F. Bullo, “Controlled symmetries and passive
walking,” IEEE Transactions on Automatic Control, vol. 50, no. 7, pp.
1025-1031, July 2005.

[13] G. Song and M. Zefran, “Underactuated dynamic three-dimensional
bipedal walking,” Proceedings of the IEEE International Conference on
Robotics and Automation, Orlando, FL: IEEE Press, pp. 854-859, May
2006.

[14] I. R. Manchester, U. Mettin, F. Iida, and R. Tedrake, “Stable dynamic
walking over uneven terrain,” Interntaional Journal of Robotics Re-
search, vol. 30, no. 3, pp. 265-279, 2011.

[15] R. D. Gregg, A. K. Tilton, S. Candido, T. Bretl, and M. W. Spong,
“Control and planning of 3-D dynamic walking with asymptotically
stable gait primitives,” IEEE Transactions on Robotics, vol. 28, no. 6,
pp. 1415-1423, December 2012.

[16] R. D. Gregg and M. W. Spong, “Reduction-based control of three-
dimensional bipedal walking robots,” International Journal of Robotics
Research, vol. 26, no. 6, pp. 680-702, 2010.

[17] J. K. Holm, D. Lee, and M. W. Spong, “Time-scaling trajectories of
passive-dynamic bipedal robots,” Proceedings of the IEEE International
Conference of Robotics & Automation, Roma, Italy, 2007, pp. 3603-
3608.

[18] H. Dai and R. Tedrake, “Optimizing robust limit cycles for legged
locomotion on unknown terrain,” Proceedings of the 51st IEEE In-
ternational Conference on Decision and Control, Maui, Hawaii, pp.
1207-1213, December, 2012.

[19] R. Tedrake, T. W. Zhang, and H. S. Seung, “Stochastic policy gradient
reinforcement learning on a simple 3D biped,” Proceedings of the IEEE
International Conference on Intelligent Robots and Systems, Sendai,
Japan, September 2004.

[20] K. Akbari Hamed, N. Sadati, W. A. Gruver, and G. A. Dumont, “Sta-
bilization of periodic orbits for planar walking with non-instantaneous
double support phase,” IEEE Transactions on Systems, Man, and
Cybernetics, Part A, vol. 42, issue 3, pp. 685-706, May 2012.

[21] C. Chevallereau, J. W. Grizzle, and C. L. Shih, “Asymptotically
stable walking of a five-link underactuated 3-D bipedal robot,” IEEE
Transactions on Robotics, vol. 25, issue 1, pp. 37-50, February 2009.

[22] K. Akbari Hamed, N. Sadati, W. A. Gruver, and G. A. Dumont,
“Exponential stabilisation of periodic orbits for running of a three-
dimensional monopedal robot,” IET Control Theory & Applications,
vol. 5, issue 11, pp. 1304-1320, 2011.

[23] K. Sreenath, H. W. Park, I. Poulakakis, and J. W. Grizzle, “Embedding
active force control within the compliant hybrid zero dynamics to



achieve stable, fast running on MABEL,” The International Journal
of Robotics Research, 32(3):324345, March 2013.

[24] J. W. Grizzle, C. Chevallereau, A. D. Ames, and R. W. Sinnet, “3D
bipedal robotic walking: Models, feedback control, and open problems,”
Proceedings of the IFAC Symposium on Nonlinear Control Systems,
Bologna, September 2010.
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