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1. Introduction. This paper presents an iterative procedure for computing the minimum of a quadratic form on a compact convex set $C$. The sole characterization required of $C$ is the availability of a method for solving linear programs on $C$. This characterization differs from the usual set of functional inequalities given in quadratic programming problems [6], and is particularly appropriate to the solution of problems in optimal control. In fact, some of the results presented here arose from an attempt to provide a convergence proof for the extension by Fancher [5] of a procedure due to Ho [8]. Section 8 and [1] give several direct applications of the iterative procedure to problems in optimal control. By using the algorithm of this paper as a means of projecting points into convex sets it is possible to develop additional algorithms for solving other problems in programming and control [1], [7].

It should be noted that the iterative procedure of this paper is very similar to that given in the latter part of the paper by Frank and Wolfe [6]. However the emphasis and setting of the two papers are quite different, and the overlap is small.

The paper is organized as follows: in §2 notation, definitions, and a basic problem (BP) are considered; in §§3, 4, and 5 the algorithm for BP is described, error bounds are derived, and convergence is proved and investigated in detail; in §6 the algorithm is related to a gradient method for solving BP; in §7 the previous results are extended to a general quadratic programming problem GP; and in §8 the connection with problems in optimal control is made.

2. Preliminaries, the basic problem. The following notation is employed: $z = (z^1, \cdots, z^n)$, a vector in Euclidean $n$-space $E^n$; $y \cdot z = \sum_{i=1}^{n} y^i z^i$; $|z| = (z \cdot z)^{1/2}$; $N(x; \omega) = \{y \mid |y - x| < \omega\}$, $\omega > 0$, the open sphere at $x$ with radius $\omega$; $\bar{N}(x; \omega) = \{y \mid |y - x| \leq \omega\}$, the corresponding closed sphere; $L(x; y) = \{z \mid z = x + \omega(y - x), -\infty < \omega < \infty\}$, $x \neq y$, the line passing through $x$ and $y$; $Q(x; y) = \{z \mid z \cdot y = x \cdot y\}$, $y \neq 0$.
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the hyperplane (dimension \( n - 1 \)) through \( x \) with normal \( y; \partial X \), the boundary of the set \( X \).

Now consider some notation and results applicable to a set \( K \subset E^n \), which is compact and convex. Let \( \eta(y) = \max_{z \in K} z \cdot y \) denote the support function of \( K \). Since \( K \) is compact, \( \eta(y) \) is defined for all \( y \). Furthermore, it can be shown that \( \eta(y) \) is a convex function on \( E^n \), a result which implies that \( \eta(y) \) is continuous on \( E^n \) [3]. Let \( P(y), y \neq 0 \), be the hyperplane \( \{ x \mid x \cdot y = \eta(y) \} \). Since \( z \cdot y \leq \eta(y) \) for all \( z \in K \) and \( P(y) \cap K \) is not empty, \( P(y) \) is the (unique) support hyperplane of \( K \) with outward normal \( y \). For each \( y \neq 0 \) the set \( S(y) = P(y) \cap K \) is called the contact set of \( K \). It follows that \( S(y) \) is not empty, \( S(y) \subset \partial K \), \( S(\omega y) = S(y) \) for \( \omega > 0 \). If for every \( y \neq 0 \), \( S(y) \) contains only a single point, then \( K \) is strictly convex.

**Definition.** A function, \( s(y) \), defined on \( E^n \) is a contact function of \( K \) if

\[
s(y) \in S(y), \quad y \neq 0, \quad \text{and} \quad s(0) \in K.
\]

From the preceding it may be concluded that \( s(\cdot) \) is bounded; \( s(\omega y), \omega > 0; \) and \( \eta(y) = s(y) \cdot y \). Furthermore, on the set \( \{ y \mid |y| > 0 \} \) each of the following is true if and only if \( K \) is strictly convex: \( s(\cdot) \) is uniquely determined, \( s(\cdot) \) is continuous. The continuity result is proved in [10].

If for every \( y \) there is a method for determining a point \( x(y) \in K \) such that \( x(y) \cdot y = \max_{z \in K} z \cdot y = \eta(y) \), then this method may be used to evaluate a contact function of \( K \). Such an evaluation, which corresponds to the solution of a linear programming problem on \( K \) (see §1), is essential to the computing procedure which follows. Consider now the basic problem:

**BP.** Given \( K \), a compact convex set in \( E^n \), find a point \( z^* \in K \) such that

\[ |z^*| = \min_{z \in K} |z|. \]

Since \( K \) is compact and \( |z| \) is a continuous function of \( z \), a solution \( z^* \) exists. The following additional results hold:

**Solution properties.** (i) \( z^* \) is unique, (ii) \( |z^*| = 0 \) if and only if \( 0 \in K \), (iii) for \( |z^*| > 0 \), \( z^* \in \partial K \), (iv) for \( |z^*| > 0 \), \( z = z^* \) if and only if \( z \in P(-z) \cap K = S(-z) \).

Properties (ii) and (iii) are obvious. Property (i) is proved by contradiction. Suppose \( z_1^* \) and \( z_2^* \) are distinct solutions. Then by convexity \( \tilde{z} = \frac{1}{2} z_1^* + \frac{1}{2} z_2^* \in K \), which means \( |\tilde{z}| \geq |z_1^*| = |z_2^*| \). But this implies

\[
|\frac{1}{2} z_1^* + \frac{1}{2} z_2^*|^2 \geq \frac{1}{2} |z_1^*|^2 + \frac{1}{2} |z_2^*|^2,
\]

which can be written \( |z_1^* - z_2^*|^2 \leq 0 \), an inequality which is only true for \( z_1^* = z_2^* \). Consider (iv). The condition \( z \in P(-z) \cap K \) implies \( z \in P(-z) = Q(z; z) \). But \( Q(z; z) \) is the support hyperplane for the closed sphere \( \bar{N}(0; |z|) \) whose outward normal is \( z \) and whose contact point is \( z \). Therefore \( Q(z; z) \) is a (separating) support hyperplane for \( K \).
and $\bar{N}(0; |z|)$. Thus $K \cap N(0; |z|)$ is empty. Since $z \in K \cap \bar{N}(0; |z|)$, this implies $z = z^*$. The steps of this argument may be reversed to obtain the converse result.

3. The iterative procedure for the basic problem. In this section the iterative procedure for computing the solution to BP is described.

As a first step, let $s(\cdot)$ be a specific contact function of $K$ and consider

\[
\beta(z) = \begin{cases} 
|z - s(-z)|^{-2}z \cdot (z - s(-z)) & \text{if } z - s(-z) \neq 0, \\
0 & \text{if } z - s(-z) = 0, 
\end{cases}
\]

and

\[
\gamma(z) = \begin{cases} 
|z|^{-2}z \cdot s(-z) & \text{if } |z| > 0, z \cdot s(-z) > 0, \\
0 & \text{if } z = 0 \text{ or } |z| > 0, z \cdot s(-z) \leq 0.
\end{cases}
\]

Thus $\beta(\cdot)$ and $\gamma(\cdot)$ are functions which are defined on $K$. Their geometric significance is as follows: $x = z + \beta(z) (s(-z) - z)$ is the point on the line $L(z; s(-z))$ with minimum Euclidean length; $\gamma(z)z$ is either the point $L(0; z) \cap P(-z)$ or the origin, depending on whether or not $L(0; z) \cap P(-z)$ is on the line segment connecting $z$ and the origin. The functions $\beta(\cdot)$ and $\gamma(\cdot)$ have the following properties.

**Theorem 1.** Let $K$ be the set described in BP and restrict $z$ to $K$. Then

(i) $\beta(z) \geq 0$,

(ii) $\beta(z) = 0$ if and only if $z = z^*$,

(iii) $0 \leq \gamma(z) \leq 1$,

(iv) if $0 \in K$, $\gamma(z) \equiv 0$,

(v) if $0 \notin K$, $\gamma(z) = 1$ if and only if $z = z^*$,

(vi) $\gamma(z)$ is continuous.

**Proof.** In this paragraph $z$ always denotes a point in $K$. In §4 (inequality (4.5)) it is shown that $0 \leq z \cdot (z - s(-z))$. Hence, (i) and (iii) follow from (3.1) and (3.2). For the time being assume $|z^*| > 0$. The conditions $\beta(z) = 0$ and $\gamma(z) = 1$ both imply $z \cdot (-z) = s(-z) \cdot (-z) = \eta(-z)$ which requires $z \in P(-z)$. Since $z \in K$, solution property (iv) yields $z = z^*$. Reversing these arguments completes the proof of (ii) for $|z^*| > 0$ and of (v). Now take $|z^*| = 0$. Inequality (4.4) then implies $s(-z) \cdot z \leq 0$ which by (3.2) yields (iv). If $\beta(z) = 0$, then it must follow from (3.1) that $s(-z) \cdot z = |z|^2$. Because of $s(-z) \cdot z \leq 0$ this implies $z = 0 = z^*$. Since $z = z^* = 0$ also yields $\beta(z) = 0$, the proof of (ii) is complete. For $|z| \geq |z^*| > 0$, the continuity of $\gamma(z)$ follows from (3.2) and the conti-
nuity of the support function \( \eta(y) = s(y) \cdot y \). For \( |z^*| = 0 \), it is trivially true from (iv).

It is of interest to note that \( \beta(\cdot) \) may be discontinuous on \( K \), even though \( s(\cdot) \) is continuous on \( K \). See Example 3, §5.

The iterative procedure defines a sequence of vectors \( \{z_k\} \) by

\[
(3.3) \quad z_{k+1} = z_k + \alpha_k s(-z_k) - z_k, \quad k = 0, 1, 2, \ldots,
\]

where \( z_0 \) is an arbitrary point in \( K \) and the scalars \( \alpha_k \) are selected arbitrarily from the closed interval \( I(z) \),

\[
(3.4) \quad I(z) = [\min \{\delta \beta(z), 1\}, \min \{(2 - \delta) \beta(z), 1\}],
\]

\[
0 < \delta = \text{fixed number} \leq 1.
\]

Fig. 1 gives the geometric interpretation of the iterative procedure for the case where \( \delta = 1 \) and \( \alpha_k \in I(z_k) \) reduces to \( \alpha_k = \text{sat} \beta(z_k) \) (sat \( \omega = \omega, 0 \leq \omega \leq 1 \); sat \( \omega = 1, \omega > 1 \)). If \( \beta(z_k) > 0 \) an improvement is obtained on the \( k \)th step, i.e., \( |z_{k+1}| < |z_k| \); if \( \beta(z_k) = 0, z_k = z^* \) and the iterative process is finite, i.e., the solution has been obtained in \( k \) steps. From Fig. 1 it is also clear that \( |z_k| s(z_k) \leq |z^*| \leq |z_k| \). Thus on each step upper and lower bounds on \( |z^*| \) may be computed. Notice that in applying the iterative procedure it is not necessary to know beforehand whether or not \( 0 \in K \). A more precise and complete statement of results is contained in the following theorem.

**Theorem 2.** Let \( s(\cdot) \) be an arbitrary contact function of the set \( K \) specified in BP. Take \( z_0 \in K \) and, by means of \( (3.3) \) with \( \alpha_k \in I(z_k) \), generate the sequence \( \{z_k\} \). Then for \( k \geq 0 \) and \( k \to \infty \):

(i) \( z_k \in K \),

(ii) the sequence \( |z_k| \) is decreasing and \( |z_k| \to |z^*| \),
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(iii) \( z_k \to z^* \),

(iv) \( |z_k| \gamma(z_k) \leq |z^*| \) and \( |z_k| \gamma(z_k) \to |z^*| \),

(v) \( |z_k - z^*| \leq \sqrt{1 - \gamma(z_k)} \cdot |z_k| \) and \( \sqrt{1 - \gamma(z_k)} \cdot |z_k| \to 0 \),

(vi) \( |s(-z_k) - z^*| \leq |s(-z_k) - \gamma(z_k)z_k| \).

Since the bounds given in parts (iv), (v), and (vi) are computable as the iterative process proceeds, they may be used to generate stopping criteria for the termination of the iterative process. Example problems show \( \{ |z_k| \gamma(z_k) \} \) is not necessarily increasing. Thus \( |z_k| - \max_{i \leq k} |z_i| \gamma(z_i) \) is more satisfactory as an upper bound for \( |z_k| - |z^*| \) than \( |z_k| - |z_k| \gamma(z_k) \). Since examples also show that \( \{|s(-z_k) - z^*|\} \) are not necessarily decreasing, it is not possible to improve similarly the bounds given in (v) and (vi).

Suppose \( |z^*| > 0 \) and \( s(\cdot) \) is continuous in a neighborhood of \(-z^*\) (the latter is certainly implied if \( K \) is strictly convex). Then it follows from the continuity of \( \gamma(\cdot) \) and (iii) that the upper bound in (vi) converges to zero. Thus \( \{s(-z_k)\} \) may be used as an approximating sequence, an approach which may be advantageous in some situations (see §8). In addition it is clear from (iv) that

\[
|s(-z_k)| - |z^*| \leq |s(-z_k)| - \max_{i \leq k} |z_i| \gamma(z_i),
\]

where the right side converges to zero. Therefore meaningful stopping criteria are available.

4. Proof of Theorem 2. First, some basic inequalities are stated. From \( z^* \in P(-z^*), 0 \in K, \) and \( s(-y) \in P(-y), y \neq 0, \) it follows by the definition of \( P(\cdot) \) that

\[
\begin{align*}
(4.1) & \quad z^* \cdot z \leq z \cdot z^*, \quad z \in K, 0 \notin K; \\
(4.2) & \quad s(-y) \cdot y \leq z \cdot y, \quad z \in K, \ y \in E^n.
\end{align*}
\]

These inequalities lead to

\[
\begin{align*}
(4.3) & \quad |z^*|^2 \leq s(-y) \cdot z^*, \quad 0 \notin K, \ y \in E^n; \\
(4.4) & \quad s(-y) \cdot y \leq z^* \cdot y, \quad y \in E^n; \\
(4.5) & \quad s(-z) \cdot z \leq |z|^2, \quad z \in K; \\
(4.6) & \quad |y - z^*|^2 + z^* \cdot (y - z^*) \leq y \cdot (y - s(-y)), \quad y \in E^n; \\
(4.7) & \quad |z - z^*|^2 \leq z \cdot (z - s(-z)), \quad z \in K, \ 0 \notin K.
\end{align*}
\]

Inequalities (4.3), (4.4), and (4.5) are deduced from (4.1) and (4.2) by obvious substitutions. From the identity
\[ |y - z^*|^2 + z^* \cdot (y - z^*) + y \cdot (z^* - s(-y)) = y \cdot (y - s(-y)), \]

(4.6) follows by (4.4). Inequality (4.7) follows from (4.6) by use of (4.1).

Part (i) of the theorem depends on \( \alpha_k \in I(z_k) \) which insures \( 0 \leq \alpha_k \leq 1 \). Thus from (3.3), \( s(-z_k) \in K \), and the convexity of \( K \), \( z_k \in K \) implies \( z_{k+1} \in K \).

Consider now the inequalities in (iv), (v), and (vi). From (4.4) and the Schwarz inequality, \( s(-y) \cdot y \leq |y| \cdot |z^*| \). Thus (iv) follows from (3.2). The proof of the inequalities in (v) and (vi) makes use of \( z = z_k \in K \). For \( s(-z) \cdot z > 0, z \cdot (z - s(-z)) = |z|^2 (1 - \gamma(z)) \) and from (4.7) the inequality in (v) is true. Now consider \( s(-z) \cdot z \leq 0 \), which corresponds to \( \gamma(z) = 0 \). For \( z^* = 0 \), \( \gamma(z) = 0 \) (Theorem 1) and (v) holds as an equality; for \( z^* \neq 0 \), the inequality in (v) follows from (4.1) which insures

\[ |z - z^*|^2 = |z|^2 - 2z \cdot z^* + 2 |z^*|^2 - |z^*|^2 \leq |z|^2. \]

If \( z^* = 0 \) the inequality in (vi) is trivially true. Consider now \( z^* \neq 0 \). If \( s(-z) \cdot z \leq 0 \), (vi) reduces to \(-2s(-z) \cdot z^* + z^* \leq 0 \) which is true by (4.3). The following identity is easily verified:

\[ |s(-z) - z^*|^2 = |s(-z) - \gamma(z)z|^2 + |z|^2(s(-z) \cdot z)^2 \]

\[ + |z^*|^2 - 2s(-z) \cdot z^*. \]

Assuming \( s(-z) \cdot z > 0 \) and using \( s(-z) \cdot z \leq |z| \cdot |z^*| \) yields

\[ |z|^2(s(-z) \cdot z)^2 \leq |z^*|^2. \] Thus

\[ |s(-z) - z^*|^2 \leq |s(-z) - \gamma(z)z|^2 + 2(|z^*|^2 - s(-z) \cdot z^*) \]

and by (4.3) the inequality in (vi) follows.

In order to complete the proof of the theorem, the function

(4.8) \[ \Gamma(z) = |z|^2 - |z^*|^2 = |z - z^*|^2 + 2z^* \cdot (z - z^*) \]

is introduced. For \( 0 \notin K \) inequality (4.1) gives

(4.9) \[ 0 \leq |z - z^*|^2 \leq \Gamma(z), \quad z \in K, \]

a result which is obviously true for \( 0 \in K \). In the following paragraphs it will be shown that \( \{ \Gamma(z_k) \} \) is decreasing and \( \Gamma(z_k) \to 0 \). By (4.8) and (4.9) this proves (ii) and (iii). The remaining results in (iv) and (v) follow from the known value of \( \gamma(z^*) \), the continuity of \( \gamma(\cdot) \), and (iii).

For simplicity let

(4.10) \[ \Delta(z; \alpha) = \Gamma(z) - \Gamma(z + \alpha (s(-z) - z)), \]

and assume tacitly in what follows that \( z \in K \). Then from (4.8),

(4.11) \[ \Delta(z; \alpha) = 2\alpha(|z|^2 - s(-z) \cdot z) - \alpha^2 |z - s(-z)|^2. \]
Because the coefficient of \( \alpha^2 \) is not positive, \( \min_{\alpha \in \mathcal{I}(z)} \Delta(z; \alpha) \) is attained at one of the end points of \( \mathcal{I}(z) \). It is readily shown that
\[
\Delta(z; \delta \beta(z)) = \Delta(z; (2 - \delta) \beta(z)).
\]
Thus from the definition of \( \mathcal{I}(z) \),
\begin{equation}
\min_{\alpha \in \mathcal{I}(z)} \Delta(z; \alpha) = \begin{cases} 
\Delta(z; \delta \beta(z)) & \text{if } \beta(z) \leq \delta^{-1}, \\
\Delta(z; 1) & \text{if } \beta(z) \geq \delta^{-1}.
\end{cases}
\end{equation}
Equation (4.12) is now used to obtain a lower bound on \( \Delta(z; \alpha), \alpha \in \mathcal{I}(z) \). From (4.11) and (3.1) it follows that
\begin{equation}
\Delta(z; \delta \beta(z)) = |z - s(-z)|^{-2} [\epsilon \cdot (z - s(-z))]^2 (2\delta - \delta^2).
\end{equation}
Let
\begin{equation}
\mu = \max_{z_1, z_2 \in K} |z_1 - z_2|
\end{equation}
denote the diameter of \( K \) and recall that \( 0 < \delta \leq 1 \). Then
\begin{equation}
\Delta(z; \delta \beta(z)) \geq \mu^{-2} \delta [\epsilon \cdot (z - s(-z))]^2.
\end{equation}
From (4.8) and (4.6),
\begin{equation}
\Gamma(z) \leq 2 |z - z^*|^2 + 2z^* \cdot (z - z^*) \leq 2z \cdot (z - s(-z))
\end{equation}
(for \( z^* = 0 \) this may be sharpened to \( \Gamma(z) \leq z \cdot (z - s(-z)) \)). Thus
\begin{equation}
\Delta(z; \delta \beta(z)) \geq \frac{1}{2} \mu^{-2} \delta \Gamma^2(z).
\end{equation}
For \( \beta(z) \geq 1, z \cdot (z - s(-z)) \geq |z - s(-z)|^2 \) and consequently
\begin{equation}
\Delta(z; 1) = 2z \cdot (z - s(-z)) - |z - s(-z)|^2 \geq z \cdot (z - s(-z)).
\end{equation}
Therefore (4.16) yields
\begin{equation}
\Delta(z; 1) \geq \frac{1}{2} \Gamma(z), \quad \beta(z) \geq 1.
\end{equation}
Finally, utilizing (4.17) and (4.18) in (4.12) yields
\begin{equation}
\Delta(z; \alpha) |_{\alpha \in \mathcal{i}(z)} \geq \min \{ \frac{1}{2} \mu^{-2} \delta \Gamma^2(z), \frac{1}{2} \Gamma(z) \}.
\end{equation}
Letting \( z = z_k \) in (4.19), using (3.3), and returning to (4.10), it is seen that
\begin{equation}
\Gamma(z_k) - \Gamma(z_{k+1}) \geq \min \{ \frac{1}{2} \mu^{-2} \delta \Gamma^2(z_k), \frac{1}{2} \Gamma(z_k) \} \geq 0.
\end{equation}
Therefore the sequence \( \{ \Gamma(z_k) \} \) is decreasing and, since it is bounded from below by zero, has a limit point. Thus passing to the limit on the left side of (4.20) gives zero and therefore from the right side \( \Gamma(z_k) \to 0 \).

5. Nature of convergence. This section gives further results on the
convergence of the iterative procedure. Theorem 3 establishes upper bounds on the elements of the sequences \(|z_k|\) and \(|z_k - z^*|\). Several example problems are analyzed to demonstrate still more fully the nature of convergence. Finally, a few numerical results are given. Emphasis is on the case \(0 \notin K\), since it appears that it is most important in applications.

**Theorem 3.** Let

\[
\begin{align*}
\theta_k &= \theta_0 (1 + \frac{1}{4} \mu^{-2} \delta \theta_0 k)^{-1}, \\
\theta_0 &= |z_0|^2 - |z^*|^2,
\end{align*}
\]

and assume that \(|z_0|^2 \leq |z^*|^2 + 2\mu^2 \delta^{-1}\). Then if \(\{z_k\}\) is generated by the iterative procedure, the following inequalities hold for \(k \geq 0:\)

\[
\begin{align*}
|z_k| &\leq \sqrt{\theta_k + |z^*|^2}, \\
|z_k - z^*| &\leq \sqrt{\theta_k}.
\end{align*}
\]

The assumption on \(|z_0|\) is often met in practice. For example, it is easily shown that it must be satisfied if \(|z^*| \leq \frac{1}{2}(2\delta^{-1} - 1)\mu\). In any case, \(z_0\) may be interpreted as a suitable intermediate point in the iterative process, and inequalities (5.2) and (5.3) may be used to estimate the subsequent rate of convergence.

For \(|z^*| > 0\) and \(k \geq 1\) inequalities (5.2) and (5.3) imply

\[
\begin{align*}
|z_k| - |z^*| &< 2\mu^2 |z^*|^{-1} \delta^{-1} k^{-1}, \\
|z_k - z^*| &< 2\mu \delta^{-1/2} k^{-1/2},
\end{align*}
\]

results which conform closely to (5.2) and (5.3) for \(k\) sufficiently large. In Examples 1 and 2, which appear later in this section, it is demonstrated that within a constant multiplicative factor it is impossible to obtain bounds on \(|z_k| - |z^*|\) and \(|z_k - z^*|\) which approach zero more rapidly than those given in (5.4) and (5.5).

**Proof of Theorem 3.** Since \(|z_0|^2 \leq |z^*|^2 + 2\mu^2 \delta^{-1}\), it follows from the previous section that \(\Gamma(z_k) \leq \Gamma(z_0) \leq 2\mu^2 \delta^{-1}, k \geq 0\). From (4.20) this implies

\[\Gamma(z_{k+1}) \leq \Gamma(z_k) - \frac{1}{4} \mu^{-2} \delta \Gamma(z_k), \quad k \geq 0.\]

Since

\[1 - \frac{1}{4} \mu^{-2} \delta \Gamma \leq (1 + \frac{1}{4} \mu^{-2} \delta \Gamma)^{-1}\]

for all \(\Gamma \geq 0\), it is possible to write

\[
\Gamma(z_{k+1}) \leq \Gamma(z_k) (1 + \frac{1}{4} \mu^{-2} \delta \Gamma(z_k))^{-1}, \quad k \geq 0.
\]

But substitution shows that \(\theta_k\) is the solution of

\[
\theta_{k+1} = \theta_k (1 + \frac{1}{4} \mu^{-2} \delta \theta_k)^{-1},
\]
with \( \theta_0 = |z_0|^2 - |z^*|^2 = \Gamma(z_0) \). Thus comparison of (5.6) and (5.7) yields \( \Gamma(z_k) \leq \theta_k, k \geq 0 \). Finally, (5.2) and (5.3) follow from (4.8) and (4.9).

The complexity of the difference equation (3.3) makes it difficult to obtain more specific analytic results than those obtained in Theorem 3. Thus the remainder of this section is limited to the presentation and discussion of three, somewhat specialized, example problems and a few numerical results.

**Example 1.** Take \( \delta = 1 \) and let \( K \) be the convex hull of three points in 2-space, \((1, \nu), (-1, \nu), (0, 1 + \nu)\), where \( \nu > 0 \). Clearly \( z^* = (0, \nu) \) and \( |z^*| = \nu \). Simple inspection shows that the iterative process is finite \((z_1 = z^*)\) if and only if \( z_0 \) is on the line segment connecting \((1, \nu)\) and \((-1, \nu)\). Moreover when the process is not finite, \( z_k, k \geq 1 \), is determined by the scalar \( \psi_k = |z_k^{-1}||z_k^{-2}|^{-1} \). Thus the second order nonlinear difference equation (3.3) may be replaced by a first order difference equation in \( \psi_k \).

It is not difficult to show that

\[
\psi_{k+1} = \psi_k(1 - \nu \psi_k)(1 + \nu \psi_k + 2\psi_k^2)^{-1}, \quad k \geq 1.
\]

For \( \psi_k \ll 1 \) this equation is approximated by \( \psi_{k+1} = \psi_k(1 + 2\nu \psi_k)^{-1} \), an equation of the same form as (5.7). These observations and some tedious, but straightforward, computations lead to (the notation \( o(\omega) \) means \( \lim_{\omega \to 0} \omega^{-1} o(\omega) = 0 \))

\[
\begin{align*}
\text{Equation (5.9) demonstrates that it is impossible to obtain an upper bound on } |z_k| - |z^*| \text{ which approaches zero more rapidly than (const.) } k^{-1}. \\
\text{For large } k \text{ the upper bound in (5.4) is conservative by a factor of sixteen. This factor can be traced to two sources each of which contributes a factor of four: in (4.15), } \mu \text{ is an unsatisfactory estimate of } |z_k - s(-z_k)|, \text{ in the derivation of (4.6) the term } y \cdot (z^* - s(y)) \text{ has been omitted. For this example the upper bound in (5.5) is a poor estimate because it is order } k^{-1/2} \text{ rather than order } k^{-1}. \\
\text{It is also possible to show that}
\end{align*}
\]

\[
\begin{align*}
|z^*| - \gamma(z_k)z_k &= (2\nu k)^{-1} + o(k^{-1}), \\
\sqrt{1 - \gamma(z_k)}z_k &= k^{-1/2} + o(k^{-1/2}).
\end{align*}
\]

By comparing (5.11) with (5.9) and (5.12) with (5.10) it is seen that in Theorem 2, part (iv) provides a reasonably good stopping criterion while (v) does not.

**Example 2.** Take \( \delta = 1 \) and let \( K \) be the convex hull of three points in
3-space, \((1, 0, \nu), (-1, 0, \nu), (0, 1, \nu)\), where \(\nu > 0\). Thus \(z^* = (0, 0, \nu)\) and \(|z^*| = \nu\). The iterative process is much the same as in Example 1, the points \(z_k \in K, k \geq 1\), being determined by the scalar \(\psi_k = |z_k|^1(|z_k|^2)^{-1}\). The first order difference equation for \(\psi_k\) is (5.8) with \(\nu = 0\). By using the fact that \(\bar{\psi}_k = \bar{\psi}_0(1 + 4\psi_k^2)^{-1/2}\) is the solution of \(\bar{\psi}_{k+1} = \bar{\psi}_k(1 + 4\psi_k^2)^{-1/2}\) and that \((1 + 4\psi_k^2)^{-1/2} \approx 1 + 2\psi_k^2\) for \(\psi_k \ll 1\), the following results can be derived:

\[
|z_k| - |z^*| = (8\nu k)^{-1} + o(k^{-1}),
\]

\[
|z_k - z^*| = (2k^{1/2})^{-1} + o(k^{-1/2}),
\]

\[
|z^* - \gamma(z_k)| z_k| = 3(8\nu k)^{-1} + o(k^{-1}),
\]

\[
\sqrt{1 - \gamma(z_k)} |z_k| = (2k^{-1/2} + o(k^{-1/2})).
\]

Equation (5.14) shows that the asymptotic behavior of \(|z_k - z^*|\) matches the bound given in (5.5), except for a multiplicative factor of eight. The bound given in (5.4) is conservative by a multiplicative factor of 64. Comparison of (5.15) with (5.13) and (5.16) with (5.14) shows that (iv) and (v) of Theorem 2 both provide reasonable stopping criteria.

Example 3. Take \(\lambda = 1\) and in \(n\)-space let

\[
K = \{z | z^1 \geq \nu + \frac{1}{2} \sum_{i=2}^{n} (z^i)^2 \lambda_i^{-1}, z^1 \leq 2\nu\}, \quad \nu, \lambda_2, \ldots, \lambda_n > 0.
\]

In the neighborhood of \(z^* = (\nu, 0, 0, \cdots, 0)\), \(\partial K\) is the elliptic hyperparaboloid

\[
z^1 = \nu + \frac{1}{2} \sum_{i=2}^{n} (z^i)^2 \lambda_i^{-1},
\]

where \(\lambda_2, \ldots, \lambda_n\) are the principal radii of curvature at the vertex \(z^*\). For many convex sets \(K, \partial K\) in the neighborhood of \(z^*\) may be closely approximated by such an elliptic hyperparaboloid. Thus this example is of more general interest than the previous examples.

For \(y^1 < 0\) and

\[
\frac{1}{2} \sum_{i=2}^{n} (y^1)^{-2} \lambda_i (y^i)^2 < \nu,
\]

it is easy to show that

\[
s^1(y) = \nu + \frac{1}{2} \sum_{i=2}^{n} (y^1)^{-2} \lambda_i (y^i)^2,
\]

\[
s^i(y) = -(y^1)^{-1} \lambda_i y^i, \quad i = 2, \cdots, n.
\]

Let \(\bar{\lambda} = \max_{i=2,\ldots,n} \{\lambda_i\}\) and assume the conditions
(5.19) \[ \zeta = \nu \sqrt{1 + 2 \nu \lambda^{-1}} > |y|, \quad -\nu \geq y^1 \]

are satisfied, which in turn imply

\[ \frac{1}{2} \sum_{i=2}^{n} (y^i)^2 \lambda_i (y^i)^2 < \nu. \]

Thus (5.19) defines a set on which (5.18) is valid. Using this fact, \( z^1 \geq \nu \)
for \( z \in K \), and (3.1) gives

\[
\beta(z) = \left( (z^1 - \nu)^2 + \nu (z^1 - \nu) + \sum_{i=2}^{n} \left( 1 + \frac{1}{2} (z^1)^{-1} \lambda_i \right) (z^i)^2 \right) / \]

\[
(z^1 - \nu)^2 + \sum_{i=2}^{n} \left[ 1 + (z^1)^{-1} \lambda_i + (z^1)^{-2} \nu \lambda_i + (z^1)^{-2} \lambda_i^2 \right] \cdot (z^i)^2 + \left[ \frac{1}{2} \sum_{i=2}^{n} (z^1)^{-2} \lambda_i (z^i)^2 \right]^2, \quad z \neq z^*, z \in K, |z| < \zeta.
\]

Because \( z \in K, |z| < \zeta \) imply \( z^1 \geq \nu \) and

\[ \frac{1}{2} \sum_{i=2}^{n} (z^1)^{-2} \lambda_i (z^i)^2 < \nu, \]

it follows that

\[
\beta(z) \geq \frac{(z^1 - \nu)^2 + \sum_{i=2}^{n} (z^i)^2}{(z^1 - \nu)^2 + \left( 1 + \frac{5}{2} \lambda^{-1} + \lambda^{-2} \nu^{-2} \right) \sum_{i=2}^{n} (z^i)^2} \geq \frac{1}{1 + \frac{5}{2} \lambda^{-1} + \lambda^{-2} \nu^{-2}} = \beta^*, \quad z \neq z^*, z \in K, |z| < \zeta.
\]

Because \( \beta(z^*) = 0 \) this inequality implies that \( \beta(z) \) is discontinuous on \( K \) at \( z^* \).

By starting with (4.13) and repeating the derivation of §4 with

\[ [z \cdot (z - s(-z))] |z - s(-z)|^{-2} = \beta(z) \geq \beta, \]

it can be shown that

\[
\Gamma(z_{k+1}) \leq \Gamma(z_k) (1 - \frac{1}{2} \beta \delta), \quad z_k \neq z^*.
\]

For \( z_k = z^* \), \( \Gamma(z_{k+1}) = 0 \) and (5.22) is trivially true. Thus

\[ \Gamma(z_k) \leq \Gamma(z_0) (1 - \frac{1}{2} \beta \delta)^k, \quad k \geq 0, \quad z_0 \in K, \quad |z_0| < \zeta. \]

Using (4.8) and (4.9) this leads to

\[
|z_k| - |z^*| \leq \frac{1}{2} \nu^{-1} \theta_0 (1 - \frac{1}{2} \beta \delta)^k, \quad (5.23)
\]

\[
|z_k - z^*| \leq \sqrt{\theta_0} (1 - \frac{1}{2} \beta \delta)^{k/2}, \quad (5.24)
\]
Table 1

Number of iterations to satisfy error criteria

First column: first $k$ for which $|z_k| - |z^*| \leq \epsilon$
Second column: first $k$ for which $|z^*| - \gamma(z_k) |z_k| \leq \epsilon$

<table>
<thead>
<tr>
<th>Case</th>
<th>$\lambda_1$</th>
<th>$\lambda_3$</th>
<th>$\lambda_2$</th>
<th>$\lambda_4$</th>
<th>$\lambda_5$</th>
<th>$\lambda_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>3</td>
<td>2</td>
<td>28</td>
<td>20</td>
<td>59</td>
<td>18</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>5</td>
<td>4</td>
<td>31</td>
<td>27</td>
<td>59</td>
<td>35</td>
</tr>
<tr>
<td>$10^{-6}$</td>
<td>5</td>
<td>4</td>
<td>38</td>
<td>30</td>
<td>74</td>
<td>58</td>
</tr>
<tr>
<td>$10^{-8}$</td>
<td>5</td>
<td>4</td>
<td>41</td>
<td>37</td>
<td>111</td>
<td>58</td>
</tr>
</tbody>
</table>

where $\theta_0$ is given as before in (5.1). Since $\beta > 0$ inequalities (5.23) and (5.24) guarantee that the convergence of $||z_k||$ and $||z_k - z^*||$ is geometric. However, the guaranteed rate of convergence is not rapid if $\beta \ll 1$, i.e., $v^2 \ll \lambda^2$.

Table 1 presents some numerical results for Example 3, $\nu = 1$, $n = 3$, and $z_0 = (6, 2, 2)$. Similar results are obtained for different $z_0$. The extent of $K$ has been increased beyond $z^1 = 2\nu$ so that (5.18) is valid even though (5.19) is violated. Note that convergence is slow when $\nu \ll \lambda$. Although the bounds derived in the preceding paragraph follow the same pattern it may be concluded from Table 1 that they are not sharp estimates of actual convergence rate. Better estimates than (5.23) and (5.24) have been obtained but their derivation is too lengthy to present here. It is interesting to note that Cases 3 and 4 exhibit rates of convergence which are respectively similar to Cases 5 and 6. Thus $\nu/\lambda$ seems to be the key parameter while $\lambda_3/\lambda_5$ has little effect. This is not true when the gradient method of the next section is used ($\lambda_3 \gg \lambda_2$ corresponds to a “ridge” of $f(y)$).

Fig. 2 shows the details of Case 5. The irregularity of the sequences shown is typical. Various methods for accelerating convergence (based on different rules for selecting $\alpha_k \in I(z_k)$, the results of the next section, etc.) are being investigated and will be reported in a later paper.

6. Relation to a gradient method. The iterative procedure described in the preceding sections is related to a gradient method, which is similar in approach to certain gradient based methods which have been proposed for the solution of a variety of problems in optimal control [2], [4], [9], [10], [11]. The purpose of this section is to illustrate both the differences
and strong connections between the two approaches. For brevity the developments which follow are presented somewhat superficially and without proof.

**Theorem 4.** Assume $0 \in K$ and let $J = \{y \mid y \cdot s(-y) > 0\}$. Then for $y \in J$ the scalar function

\[(6.1) \quad f(y) = |y|^{-1}(y \cdot s(-y)) = \gamma(y)|y|\]
is defined and has the following properties:

(i) \( 0 < f(y) \leq |z^*| \),

(ii) \( f(y) = |z^*| \) if and only if \( y = \rho z^*, \rho > 0 \).

Further assume that \( K \) is strictly convex. Then:

(iii) \( s(-\rho z^*) = z^*, \rho > 0 \),

(iv) the gradient of \( f(y) \) exists and is given by

\[ \nabla f(y) = |y|^{-1}s(-y) - |y|^2(y \cdot s(-y))y, \]

(v) \( \nabla f(y) = 0 \) if and only if \( y = \rho z^*, \rho > 0 \).

Theorem 4 forms the basis for the gradient method. A sequence of vectors \( \{y_k\} \) is generated by

\[ y_{k+1} = y_k + \alpha_k \nabla f(y_k), \quad y_0 \in J. \tag{6.2} \]

If \( K \) is strictly convex, \( 0 \notin K \), and the positive numbers \( \alpha_k \) are appropriately chosen, it can be shown that \( y_k \in J, k \geq 0, \{f(y_k)\} \) is increasing, and \( y_k \to \rho z^*, \rho > 0 \), for \( k \to \infty \). Strict convexity of \( K \) also assures that \( s(y) \) is continuous on \( J \). This, \( s(\omega y) = s(y) \) for \( \omega > 0 \), and solution property (iv) (§2) guarantee that \( \{s(-y_k)\} \) is an approximating sequence for \( z^* \), i.e., \( s(-y_k) \to z^* \). Disadvantages of the gradient method, relative to the procedure of §3, are: \( K \) must be strictly convex, methods for choosing the values of \( \alpha_k \) may be cumbersome and time consuming, the selection of a \( y_0 \) in \( J \) may be difficult. On the other hand it is conceivable that the gradient method may yield more rapid convergence, particularly when variations of (6.2) are employed.

Consider now a modified version of the gradient method. Since from (iv) of Theorem 4, \( \nabla f(\rho^{-1}y) = \rho \nabla f(y), \rho > 0 \), the difference equation

\[ z_{k+1} = \rho_{k+1}^{-1}z_k + \sigma_k \rho_k \nabla f(z_k), \quad z_0 = y_0 \in J, \tag{6.3} \]

with \( \rho_0 = 1 \) and \( \rho_k > 0, k \geq 0 \), yields a sequence \( \{z_k\} \) such that \( z_k = \rho_k y_k, k \geq 0 \). Thus \( s(-y_k) = s(-z_k), k \geq 0 \). By letting

\[ \rho_{k+1} = \rho_k[1 + \sigma_k \rho_k^2 |z_k|^{-1}(1 - \gamma(z_k))] \]

and

\[ \alpha_k = \sigma_k \rho_k \rho_{k+1} |z_k|^{-1}, k \geq 0, \tag{6.4} \]

it is easy to show that (6.3) becomes (3.3). Thus if \( z_0 \in K \cap J \), (3.3) realizes the modified version of the gradient method, where the selection rule for \( \alpha_k \) is (6.4) rather than (3.4). If the \( \alpha_k \) as obtained from (6.4) happen to be in \( I(z_k), k \geq 0 \), then all the results of Theorem 2 follow; in particular \( \{z_k\} \), whose elements are in \( K \), is also an approximating sequence.
In any case the iterative procedure described in §3 takes "steps" in the same direction as those indicated by the modified gradient method. The "step size" prescribed by (3.4) may be much larger than that prescribed by (6.4). Thus with (3.4) the sequence \(|f(z_k)|\) is not necessarily increasing.

7. Extension to more general quadratic forms. The iterative procedure for the Basic Problem can be extended without great difficulty to the general problem:

GP. Given \(C\), a compact convex set in \(E^n\), and the quadratic form

\[
q(x) = |x|^2 + g \cdot x,
\]

where \(|x|^2 = x \cdot Gx\), \(G\) is a symmetric nonnegative definite \(m \times m\) matrix, and \(g\) is an \(m\)-vector in the range of \(G\), find a point \(x^* \in C\) such that

\[q(x^*) = q^* = \min_{x \in C} q(x).
\]

Clearly a solution \(x^*\) exists. In order to obtain its essential properties and derive the iterative procedure it is convenient to write \(q(x)\) as

\[
q(x) = |Hx - a|^2 + q_0,
\]

where \(H\) is an \(n \times m\) matrix, \(n = \text{rank } G\), \(G = H'H\) (the ' denotes matrix transpose), \(a = \frac{1}{2}(HH')^{-1}Hg\) or equivalently \(g = 2H'a\), and

\[q_0 = -|a|^2 = \min_{x \in K^m} q(x).
\]

The existence of such a representation is a consequence of the hypotheses in the statement of GP. Introducing the set \(K = \{z \mid z = Hx + a, x \in C\}\) it is clear that

\[
q^* = \min_{z \in K} |z|^2 + q_0 = |z^*|^2 + q_0,
\]

where \(z^*\) is defined as before. Furthermore since \(z^* \in K\) is unique it follows that \(F = \{x \mid Hx + a = z^*, x \in C\}\) is the set of all solutions of GP. Since \(F\) may sometimes contain more than a single point, \(x^*\) is not necessarily unique.

The iterative procedure for GP is developed from the results of §3 by noting that for every point \(x \in C\) there is, by means of

\[
z = Hx + a,
\]

a corresponding point \(z \in K\). Thus, for example,

\[
\max_{z \in K} y \cdot z = \max_{x \in C} y \cdot (Hx + a) = s_c(H'y) \cdot H'y + y \cdot a = y \cdot (Hs_c(H'y) + a),
\]

where \(s_c(\cdot)\) is a contact function of \(C\). Therefore a contact function of \(K\) is

\[
s(y) = Hs_c(H'y) + a.
\]
Using this result and \( H'(Hx + a) = Gx + \frac{1}{2}g \), it is further seen that the equation

\[
(7.6) \quad x_{k+1} = x_k + \alpha_k(s_c(-Gx_k - \frac{1}{2}g) - x_k)
\]

together with (7.4) yields the same sequence as (3.3). Hence if \( \alpha_k \in I(Hx_k + a) \) and \( x_0 \in C \), (7.6) yields a sequence \( \{x_k\} \) with elements in \( C \) such that \( q(x_k) \) converges downward to \( q^* \). This and other results are summarized in the following.

**Theorem 5.** Let \( s_c(\cdot) \) be a contact function of the set \( C \) specified in GP. Define

\[
(7.7) \quad v_k = Gx_k + \frac{1}{2}g;
\]

\[
(7.8) \quad \beta_k = \begin{cases} 
| x_k - s_c(-v_k) | \sigma^2 \|v_k \cdot (x_k - s_c(-v_k)) \| & \text{if } G(x_k - s_c(-v_k)) \neq 0, \\
0 & \text{if } G(x_k - s_c(-v_k)) = 0;
\end{cases}
\]

\[
(7.9) \quad \gamma_k = \begin{cases} 
\max \left\{ (1 - (q(x_k) - q_0)^{-1} \|v_k \cdot (x_k - s_c(-v_k))\|, 0 \right\} & \text{if } q(x_k) \neq q_0, \\
0 & \text{if } q(x_k) = q_0;
\end{cases}
\]

\[
(7.10) \quad I_k = [\min \{\delta \beta_k, 1\}, \min \{(2 - \delta) \beta_k, 1\}], \quad 0 < \delta \leq 1;
\]

\[
(7.11) \quad x_{k+1} = x_k + \alpha_k(s_c(-v_k) - x_k), \quad x_0 \in C, \; \alpha_k \in I_k.
\]

By means of (7.11) generate \( \{x_k\} \). Then \( \beta_k \geq 0, \; k \geq 0 \); and \( \beta_k = 0 \) implies \( x_k \in F \). Furthermore, for \( k \geq 0 \) and \( k \to \infty \):

(i) \( x_k \in C \),

(ii) \( \{q(x_k)\} \) is decreasing and \( q(x_k) \to q^* \),

(iii) there is a convergent subsequence of \( \{x_k\} \) and every convergent subsequence of \( \{x_k\} \) has its limit point in \( F \),

(iv) \( \gamma_k^2 q(x_k) + (1 - \gamma_k^2)q_0 \leq q^* \) and \( \gamma_k^2 q(x_k) + (1 - \gamma_k^2)q_0 \to q^* \),

(v) \( |x_k - \bar{x}|_a^2 \leq (1 - \gamma_k)(q(x_k) - q_0) \) for all \( \bar{x} \in F \) and

\[
(1 - \gamma_k)(q(x_k) - q_0) \to 0,
\]

(vi) \( s_c(-v_k) - \bar{x} \) \( \sigma^2 \leq s_c(-v_k) - s_c(-v_k) \) \( \sigma^2 \) \( + (1 - \gamma_k)g \cdot s_c(-v_k) - s_c(-v_k) \) \( (1 - \gamma_k)^2 q_0 \) for all \( \bar{x} \in F \).

**Proof.** Part (iii) follows from (i), (v), the definition of \( F \), and the compactness of \( C \). The remaining parts follow from Theorems 1 and 2 by straightforward substitutions.

If \( C \) is strictly convex and \( q^* > q_0 \), the upper bound in (vi) converges to zero and \( \{s_c(-v_k)\} \) serves as an approximating sequence (see remarks
after Theorem 2). Also the results of §§5, 6 may be extended in an obvious way. For most applications the hypothesis that $g$ is in the range of $G$ holds. When it does not hold, by a different line of attack it is still possible to derive a theorem similar to Theorem 5.

The approach taken by Frank and Wolfe [6] to the concave programming problem can be extended to give a direct proof of (i), (ii), and (iii) of Theorem 5. A lower bound for $q(x_k)$ is also obtainable but it is not as sharp as (iv).

8. Application to problem in optimal control. Consider the dynamical system

\[(8.1) \quad \dot{x} = A(t)x + f(u(t); t), \quad x(0),\]

where $x$ is the $m$-dimensional state vector, $\dot{x}$ is its time derivative, $x(0)$ is the initial state; $u(t)$ is an $r$-dimensional vector control function, admissible if measurable on the control interval $[0, T]$, $0 < T < \infty$, with range in a compact set $U$; $A(t)$ is an $m \times m$ matrix function continuous on $[0, T]$; $f(\cdot; \cdot)$ is an $m$-dimensional vector function defined and continuous on $U \times [0, T]$. For every admissible control $u(t)$, there is an absolutely continuous solution function, $x_{u(t)}(t) = x_u(t)$, which satisfies (8.1) almost everywhere in $[0, T]$. It is desired to find an admissible control $u^*(t)$ such that $q(x_u(T)) = q^* \leq q(x_u(T))$ for all admissible controls $u(t)$, where $q(\cdot)$ is prescribed in GP, §7. This optimal control problem has a number of practical applications [1].

Under the conditions just stated, Neustadt [12] has shown that the set

\[ C = \{x \mid x = x_u(T), u(t) \text{ admissible}\} \]

is compact and convex. Thus if a method for evaluating a contact function of $C$ exists, the iterative procedure of §7 can be used to obtain approximations for $x_u^*(T) = x^*$ and $q^*$.

To obtain a contact function of $C$, $s_c(\cdot)$, note that

\[(8.2) \quad w \cdot x_u(T) = \psi(0; w) \cdot x(0) + \int_0^T \psi(\sigma; w)f(u(\sigma); \sigma) \, d\sigma,\]

where $\psi(t; w)$, defined on $[0, T] \times E^n$, is the solution of the adjoint differential equation

\[(8.3) \quad \psi = -A'(t)\psi, \quad \psi(T) = w.\]

Equation (8.2) follows from (8.1) by integrating $\frac{d}{dt}(\psi(t; w) \cdot x_u(t))$. Suppose there exists an admissible control $u(t; w)$ such that almost everywhere in $[0, T]$,
Then from (8.2) it is clear that \( w \cdot x_{u(t; \omega)}(T) \geq w \cdot x_{u(t)}(T) \) for every admissible control \( u(t) \). Thus from the definition of \( C \) a contact function of \( C \) is

\[
(8.5) \quad s_C(\omega) = x_{u(t; \omega)}(T).
\]

This result agrees with the well-known fact that boundary points of the reachable set \( C \) must "satisfy" the Pontryagin maximum principle. For all but the most elementary systems (8.1), \( s_C(\cdot) \) is the only reasonable means for numerically characterizing the set \( C \).

In most practical problems it is not difficult to obtain a function \( u(t; \omega) \) which satisfies (8.4). Consider, for example, the case where \( f(u; t) = B(t)u \), \( B(t) \) is an \( m \times r \) matrix function continuous on \([0, T]\), and \( U \) is the unit hypercube \( \{ u \mid |u^i| \leq 1, i = 1, \ldots, r \} \). Notice that (8.4) may not uniquely define \( u(t; \omega) \) almost everywhere in \([0, T]\); suppose for instance that in the example of the preceding sentence \( B'(t)\psi(t; \omega) \) has at least one component which is identically zero on \([0, T]\). This is of no concern, since different choices for \( u(t; \omega) \) will at most lead only to different contact functions of \( C \). Previous computational procedures \([2], [4], [9], [10], [11]\) have required assumptions which correspond to a unique determination of \( u(t; \omega) \) by (8.4). Such "unique maximum" assumptions imply strict convexity of \( C \).

Computer evaluation of \( s_C(\cdot) \) entails three steps: evaluation of \( \psi(t; \omega) \) by solving (8.3) backwards from \( t = T \) to \( t = 0 \), determination of \( u(t; \omega) \) from \( \psi(t; \omega) \) by (8.4), solution of (8.1) with \( u(t) = u(t; \omega) \) from \( t = 0 \) to \( t = T \). Thus when the iterative procedure is applied to the optimal control problem each iteration involves the sequential solution of two differential equations. This situation is handled efficiently by a hybrid computer which includes both digital and analog elements.

The details of applying the iterative procedure should be clear. There is no difficulty in choosing \( x_0 \in C \), it is only necessary to set \( x_0 = x_{u^*}(T) \) where \( u^*(t) \) is an arbitrary admissible control. In the sense of Theorem 5, \( \{x_k\} \) and \( \{g(x_k)\} \) (and if \( C \) is strictly convex and \( q^* > q_0 \), \( \{s_C(-v_k)\} \) and \( \{q(s_C(-v_k))\} \) are approximating sequences and error bounds may be computed.

The issue of finding admissible control functions corresponding to \( x_k \) or \( s_C(-v_k) \) remains. The control corresponding to \( s_C(-v_k) \) is \( u(t; -v_k) \), i.e.,

\[
s_C(-v_k) = x_{u(t; -v_k)}(T).
\]

Finding an admissible control which produces the terminal state \( x_k \) is
more difficult. From (7.11) it follows that

\[ x_k = \sum_{i=1}^{k-1} \lambda_i s_c(-v_i) + \lambda_0 x_0 , \]

where \( \lambda_i \geq 0, 0 \leq i < k, \) and \( \sum_{i=1}^{k-1} \lambda_i = 1. \) Suppose \( u_k(t) \) is an admissible control such that almost everywhere in \([0, T]\),

\[ f(u_k(t), t) = \sum_{i=1}^{k-1} \lambda_i f(u(t; -v_i); t) + \lambda_0 f(u^0(t); t). \]

Then from the form of (8.1) it may be deduced that \( x_{u_k(t)}(T) = x_k \). If for all \( t \in [0, T] \) the sets \( f(U; t) \) are convex such a choice is possible. If this is not the case an additional approximation process, the construction of a chattering control, is necessary [1]. For \( f(u, t) = B(t)u \) and \( U \) convex it follows that

\[ u_k(t) = \sum_{i=1}^{k-1} \lambda_i u(t; -v_i) + \lambda_0 u_0(t) \]

or equivalently

\[ u_{i+1}(t) = u_i(t) + \alpha_i [u(t, -v_i) - u_i(t)], \quad i = 0, \ldots, k - 1. \]

For additional details on application of the iterative procedure to a variety of problems in optimal control, see [1].
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