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Abstract— Provably asymptotically-stable running-gaits are
developed for the five-link, four-actuator bipedal robot, RABBIT.
A controller is designed so that the Poincaŕe return map
associated with the running gait can be computed on the basis
of a model with impulse-effects that, perviously, had been used
only for the design of walking gaits. This feedback design leads to
the notion of a hybrid zero dynamics (HZD) for running and to
the closed-form computation of the Poincaŕe return map on the
zero dynamics. The main theorem is illustrated via simulation.
Animations of the resulting running motion are available on the
web.

I. I NTRODUCTION

This paper addresses the design and analysis of asymp-
totically stable running gaits for RABBIT, a five-link, four-
actuator, planar, revolute-jointed, bipedal robot [1]. In a se-
ries of papers, the authors and colleagues have developed
new feedback control strategies [2]–[7] that achieve provably
asymptotically-stable walking gaits in underactuated bipeds,
such as RABBIT, and demonstrated many of them experi-
mentally [8], [9]. In regards to running, open-loop trajectories
have been studied in [10], [11]. An objective of this paper is to
develop atime-invariant feedback controllerthat realizes these
open-loop running trajectories asprovably asymptotically-
stable orbits. A key step is to design the feedback controller
in such a way that the Poincaré return map associated with a
running gait can be computed on the basis of the models with
impulse effects studied in [3] for the design of walking gaits.
This leads to the notion of a hybrid zero dynamics (HZD) for
running, and to the closed-form computation of a restricted
Poincaŕe map. The main results are illustrated via simulation.
The reader may wish to view animations and other supporting
material that is available on the web [12].

II. RELATED WORK

In the early 1980’s, Raibert proposed an elegant conceptu-
alization of running in terms of a one-legged, prismatic-kneed
hopper [13], [14]. He decomposed his control actions into
three parts—hopping height, foot touchdown angle, and body
posture—and emphasized the role of symmetry in designing
stable running motions. The remarkable success of Raibert’s
control law motivated others to analytically characterize its

stability [15]–[17], and to further investigate the role of
passive elements in achieving efficient running with a hopper
[18]. Raibert’s control scheme has been augmented with
leg-coordination logic to achieve running in prismatic-kneed
bipeds and quadrupeds [13], [19].

In 2003, both Iguana Robotics and Sony announced (sep-
arate) experimental demonstrations of running for bipedal
robots with revolute knees. Apparently, the controller of the
Sony robot is based on a common heuristic called the zero
moment point (ZMP) criterion, and that of Iguana Robotics is
based on central pattern generators (CPGs). To our best knowl-
edge, only two other bipeds with revolute knees have been
designed to perform running—Jogging Johnnie in Munich
[20], [21] and RABBIT in Grenoble [1], [22]—and running
has not yet been attempted on either one.

III. M ECHANICAL MODEL OF A BIPED RUNNER

A. The biped

The studied bipedal robot evolves in the sagittal plane with
respect to a flat surface; see Fig. 1. The flat surface will
be referred to as the ground. The robot is composed of five
rigid links with mass, connected through ideal (i.e., rigid and
frictionless) revolute joints to form a torso and two identical
legs, with each leg articulated by a knee. Each leg end is
terminated in a point so that, in particular, the robot does not
have feet.

The robot is said to be inflight phasewhen there is no
contact with the ground, and instance phasewhen one leg
end is in stationary contact with the ground (that is, the leg
end is acting as an ideal pivot) and the other leg is free. For
the stance phase, the leg in contact with the ground is called
the stance legand the other leg is theswing leg.

B. Lagrangian model for flight

A convenient choice of configuration variables is depicted
in Fig. 1. The vector of body coordinatesqb consisting of
the relative angles(q1, q2, q3, q4)′ describes the shape of the
biped. The biped’s absolute orientation with respect to the
world frame is given byq5. The biped’s absolute position is
specified by the Cartesian coordinates of the center of mass,
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Fig. 1. Different phases of running with coordinate conventions labeled.
The robot is shown (a) at the end of the stance phase; (b) during flight; and
(c) at the beginning of the stance phase just before impact. To avoid clutter,
the coordinate conventions have been spread out over the single support and
flight phases even though they apply to all three phases. leg-1 is presented in
bold. Angles are positive in the clockwise direction.

(xcm, ycm). The vector of generalized coordinates is denoted
asqf := (q′b, q5, xcm, ycm)′.

A dynamic model,

Df(qb)q̈f + Cf(qb, q̇f)q̇f + Gf(qf) = Bfu, (1)

is easily obtained with the method of Lagrange whereDf is the
inertia matrix, the matrixCf contains Coriolis and centrifugal
terms, andGf is the gravity vector. In these coordinates, the
inertia matrix has the special form

Df =
[

A(qb) 05×2

02×5 mI2×2

]
, (2)

wherem is the total mass of the robot andA depends only on
qb, because the total kinetic energy is invariant under rotations
and translations of the body. The principle of virtual work
yields that the external torques are

Bfu =
[

I4×4

03×4

]
u, (3)

whereu is the vector of actuator torques applied at the four
joints of the robot.

Introducing the state vectorxf := (q′f , q̇
′
f), the Lagrangian

model (1) is easily expressed as

ẋf = ff(xf) + gf(xf)u. (4)

The state space is taken asTQf := {xf := (q′f , q̇
′
f)

′ | qf ∈
Qf , q̇f ∈ IR7}, where the configuration spaceQf is a simply-
connected, open subset of(−π, π)5 × IR2 corresponding to
physically reasonable configurations of the robot.

C. Lagrangian model for stance

For the stance phase, the generalized coordinates can be
taken asq := (q′b, q5)′ = (q1, · · · , q5)′. Since the robot’s legs
are identical, in the stance phase, it will be assumed without
loss of generality that leg-1 is in contact with the ground.
Moreover, the Cartesian position of the stance leg end will be
identified with the origin of the(x−y)-axes of a world frame.

The position of the center of mass can be expressed in terms
of q per [

xcm(q)
ycm(q)

]
= f1(q), (5)

wheref1 is determined from the robot’s geometric parameters
(link lengths, masses, positions of the centers of mass). Hence

q̇f =

[
I5×5

∂f1
∂q

]
q̇. (6)

The method of Lagrange results in

Ds(qb)q̈ + Cs(qb, q̇)q̇ + Gs(q) = Bsu, (7)

where,

Ds(qb) = A(qb) + m
∂f1(q)

∂q

′
∂f1(q)

∂q
(8)

and

Bsu =
[

I4×4

0

]
u. (9)

Because the kinetic energy is invariant under rotations of the
body, Ds depends only onqb.

Introducing the state vectorxs := (q′, q̇′), the Lagrangian
model (7) is easily expressed as

ẋs = fs(xs) + gs(xs)u. (10)

The state space is taken asTQs := {xs := (q′, q̇′)′ | q ∈
Qs, q̇ ∈ IR5}, where the configuration spaceQs is a
simply-connected, open subset of(−π, π)5 corresponding to
physically reasonable configurations.

D. The impact model

The Cartesian position of the end of leg-2 can be expressed
in terms of the Cartesian position of the center of mass and
the robot’s angular coordinates as[

x2

y2

]
=

[
xcm

ycm

]
− f2(q), (11)

where f2 is determined from the robot’s parameters (links
lengths, masses, positions of the centers of mass); see (5).
When leg-2 touches the ground at the end of a flight phase,
an impact takes place. The impact model of [23] is used, which
represents the ground reaction forces at impact as impulses.
The impact is assumed inelastic, with the velocity of the
contact leg end becoming zero instantaneously; furthermore,
after impact, the contact leg end is assumed to act as an ideal
pivot. This model yields that the robot’s configurationqf is
unchanged during impact, and there are instantaneous changes
in the velocities. The velocity vectors just before and just after
impact, are denoteḋq−f , q̇− and q̇+

f , q̇+ respectively.
The robot’s angular velocity vector after impact is given by

q̇+ =
[
A + m

∂f2

∂q

′ ∂f2

∂q

]−1 (
Aq̇− + m

∂f ′
2

∂q

[
ẋ−

cm

ẏ−
cm

])
,

(12)
which, for later use, is written as

q̇+ = ∆̃(q−f , q̇−f ). (13)



E. Some linear and angular momentum relationships

A few linear and angular momentum properties of the
mechanical models are noted. Letσcm denote the angular
momentum of the biped about itscenter of mass. In the flight
phase,σcm can be computed byσcm = ∂Kf

∂q̇5
= A5q̇, where

A5 is the fifth row of A. The model (1) yields conservation
of σcm

σ̇cm = 0; (14)

in addition,
ẍcm = 0 and ÿcm = −g, (15)

which correspond to linear momentum conservation.
Let σi denote the angular momentum of the biped about

the end of leg-i, for i = 1, 2. The three angular momenta are
related by

σi = σcm + m ((ycm − yi)ẋcm − (xcm − xi)ẏcm) . (16)

For the stance phase,σ1 can de determined byσ1 = ∂Ks
∂q̇5

=
Ds,5q̇, whereDs,5 is the fifth row ofDs.

The impact model of [23] yields conservation of angular
momentum about the impact point. Since the impact occurs
in the flight phase on leg-2 and the stance model assumes the
stance leg is leg-1 the conservation of momentum relation is
expressed as

σ+
1 = σ−

2 . (17)

IV. H YBRID MODEL OF RUNNING

The overall biped robot model can be expressed as a
nonlinear hybrid system containing two state manifolds (called
“charts” in [24]):

Σf :




Xf = TQf

Ff : (ẋf) = ff(xf) + gf(xf)u
Ss

f = {xf ∈ TQf | Hs
f (xf) = 0}

T s
f : x+

s = ∆s
f (x

−
f )

(18)

Σs :




Xs = TQs

Fs : (ẋs) = fs(xs) + gs(xs)u
Sf

s = {xs ∈ TQs | H f
s (xs) = 0}

T f
s : x+

f = ∆f
s(x

−
s )

where, for example,Ff is the flow on state manifoldXf , Ss
f

is the switching hyper-surface for transitions betweenXf and
Xs, T s

f : Ss
f → Xs is the transition function applied when

xf ∈ Ss
f .

The transition from flight phase to stance phase occurs
when leg-2 impacts the ground. Hence,Hs

f (xf) = y2; recall
(11). The ensuing initial value of the stance phase,x+

s ,
is determined from the impact model of Section III-D. A
relabeling matrixR is applied to the angular coordinates to
account for the impact occurring on leg-2 while the stance
model assumes leg-1 is in contact with the ground:

∆s
f (x

−
f ) =

[
Rq−

R∆̃(x−
f )

]
, (19)

where (13) has been used.
The transition from stance phase to flight phase can be

initiated by causing the acceleration of the stance leg end
to become positive. If torque discontinuities1 are allowed—
as they are assumed to be in this paper—when to transition
into the flight phase becomes a control decision. Here, in view
of simplifying the analysis of periodic orbits in Section VI, the
transition is assumed to occur at a fixed point in the stance
phase. Hence,H f

s = θs(q)−θ−s , whereθs(q) := q1
2 +q2+q5 is

the angle of the hips with respect to end of the stance leg (see
Fig. 1) andθ−s is a constant to be determined. The ensuing
initial value of the flight phase,x+

f , is defined so as to achieve
continuity in the position and velocity variables, using (5) and
(6):

∆f
s(x

−
s ) =




{
q−

f1(q−){
q̇−
∂f1(q

−)
∂q q̇−


 . (20)

Continuity of the torques is not imposed, and hence neither is
continuity of the accelerations. It is assumed that the control
law in the flight phase will be designed to achieveÿ+

2 > 0;
see [11].

V. CONTROL LAW DEVELOPMENT

A. Stance phase control

As in [3, Sec. V], define the output

ys = hs(q) := qb − hd,s ◦ θs(q) (21)

on (7), where the twice continuously differentiable function
hd,s : IR → IR4 encodes the stance-phase gait. It is assumed
that the associated decoupling matrix is invertible,Φs(q) :=
[h′

s, θs]
′ is a diffeomorphism,

Zs := {xs ∈ TQs | hs(xs) = 0, Lfshs(xs) = 0} (22)

is an embedded two-dimensional submanifold ofTQs, and,
Sf

s∩Zs is an embedded one-dimensional submanifold ofTQs.
The feedback control is chosen to be continuous and to

renderZs invariant under the closed-loop dynamics as well as
attractive in finite-time (the exact hypotheses are CH2-CH5 in
[3, IV.C]):

us(xs) = (LgsLfshs(xs))−1
(
v(hs(xs), Lfshs(xs))

− L2
fs

hs(xs)
)
, (23)

wherev renders the origin of̈ys = v globally asymptotically
stable with finite-convergence time. The closed-loop system is
denoted

fcl,s(xs) := fs(xs) + gs(xs)us(xs). (24)

The feedback control

u∗
s (xs) = −(LgsLfshs(xs))−1L2

fs
hs(xs) (25)

1This is a modeling decision. In practice, the torque is continuous due to
actuator dynamics. It is assumed here that the actuator time constant is small
enough that it need not be modeled.



rendersZs invariant under the stance-phase dynamics; that is,
for everyz ∈ Zs,

fzero(z) := fs(z) + gs(z)u∗
s (z) ∈ TzZs. (26)

Zs is called thestance-phase zero dynamics manifoldandż =
fzero(z) is called thestance-phase zero dynamics. Following
the development in [1], [3],(θs, σ1) is a valid set of local
coordinates forZs and in these coordinates the zero dynamics
has the form

θ̇s =
1

I(θs)
σ1,

σ̇1 = mgxcm(θs),
(27)

where I(θs) plays the role of an inertia. Moreover, in these
coordinates,Sf

s ∩ Zs is given by

{(q−0 , q̇−) | q−0 = Φ−1
s (0, θ−s ), q̇− = q̇−0 σ−

1 , σ−
1 ∈ IR},

(28)
where

q̇−0 =
[

∂hs
∂q

A5

]−1
∣∣∣∣∣
q=q−

0

[
0
1

]
. (29)

For later use in computing a Poincaré return map on the
zero dynamics, it is noted that (27) has Lagrangian [3, Eq.
(59)] Lzero := Kzero − Vzero, where

Kzero :=
1
2
(σ1)2 (30)

Vzero(θs) := −
∫ θs

θ+
s

I(ξ)mgxcm(ξ) dξ; (31)

the choice of the lower limitθ+
s is arbitrary and will be

selected later. Also for later use, define[
λx(q−0 )
λy(q−0 )

]
:=

∂f1(q−0 )
∂q

q̇−0 , (32)

so that [
ẋ−

cm

ẏ−
cm

]∣∣∣∣
Sf

s∩Zs

=
[

λx(q−0 )
λy(q−0 )

]
σ−

1 . (33)

B. Flight phase control

The overall goal of the flight-phase controller is to land the
robot in a favorable manner for continuing with the stance
phase. It will turn out that a particularly interesting objective
is the following: if the robot enters the flight phase from the
stance-phase zero dynamics manifold,Zs, control the robot
so that it lands onZs in a fixed configuration. The analytical
motivation for this objective will be made clear in Section
VI. The feasibility of landing in a fixed configuration will
be illustrated in Section VII with a feedback controller that
depends onxf and the final value of the state of the preceding
stance phase. To realize such a controller as a state-variable
feedback, the flight-state vector is augmented with dummy
variables,ȧf = 0, whose value can be set at the transition
from stance to flight. Letaf ∈ A := IRdim(af).

In other regards, paralleling the development of the stance
phase controller, define the output

yf = hf(qf , af) := qb − hd,f(xcm, af), (34)

wherehd,f is at least twice differentiable. Then the following
can be easily shown: for any value ofaf ,

1) the decoupling matrix,Lgf Lff hf , is everywhere invert-
ible;

2) Φf := [h′
f , q5, xcm, ycm]′ is a global diffeomorphism on

Qf ;
3) the flight-phase zero-dynamics manifold,

Zf := {xf ∈ TQf | hf(xf , af) = 0, Lff hf(xf , af) = 0},
(35)

is a six-dimensional embedded submanifold ofTQf ;
4) Ss

f ∩Zf is a five-dimensional embedded submanifold of
TQf ;

5) (q5, xcm, ycm, σcm, ẋcm, ẏcm) is a set of global coordi-
nates forZf ; and

6) the flight-phase zero dynamics is given by (14), (15) and

q̇5 = κ1,f(σcm, xcm, ẋcm, af) (36)

where (36) arises from evaluating

q̇5 =
σcm

A55(qb)
−

4∑
i=1

A5i(qb)
A55(qb)

q̇i (37)

on Zf .
The feedback controller is defined as

uf(xf , af) := −(Lgf Lff hf(xf , af))−1
(
Kphf(xf , af)

+ KdLff hf(xf , af) + L2
ff

hf(xf , af)
)
, (38)

where ÿf + Kdẏf + Kpyf = 0 is exponentially stable. Let
x̄f := (x′

f , a
′
f)

′ and denote the right-hand side of (4) and the
dummy variablsȧf = 0 in closed loop with (38) by

fcl,f(x̄f) :=
[

ff(xf) + gf(xf)uf(x̄f)
0

]
. (39)

C. Closed-loop hybrid model

The closed-loop hybrid model is

Σf :




X̄f = TQf ×A
F̄cl,f : ( ˙̄xf) = f̄cl,f(x̄f)

S̄s
f = {(xf , af) ∈ X̄f | Hs

f (xf) = 0}
T̄ s

f : x+
s = ∆̄s

f (x̄
−
f ) := ∆s

f (x
−
f )

(40)

Σs :




Xs = TQs

Fcl,s : (ẋs) = fcl,s(xs)
Sf

s = {xs ∈ TQs | H f
s (xs) = 0}

T̄ f
s : x+

f = ∆f
s(x

−
s ), a+

f = wf
s(x

−
s ),

wherewf
s is at least continuously differentiable.

VI. EXISTENCE AND STABILITY OF PERIODIC ORBITS

The Poincaŕe return map is a well known tool for de-
termining the existence of periodic orbits and their stability
properties; for its use in hybrid systems, see [2], [25]–[27].
This section first defines the Poincaré section and the Poincaré
return map that will be used for analyzing periodic orbits



of (40). Analytical results are then developed that allow a
practical means for characterizing stability of certain running
gaits.

A. Definition of the Poincaŕe return map

Following [2], define thestance-time-to-impact function2,
TI,s : TQs → IR ∪ {∞}, by

TI,s :=




inf{t ≥ 0|ϕcl,s(t, x0) ∈ Sf
s} if ∃ t such that

ϕcl,s(t, x0) ∈ Sf
s

∞ otherwise,
(41)

whereϕcl,s(t, x0) is an integral curve of (24) corresponding
to ϕcl,s(0, x0) = x0. From [2, Lemma 3],TI,s is continuous
at pointsx0 where 0 < TI,s(x0) < ∞ and the intersection
with Sf

s is transversal. Hence,̃Xs := {xs ∈ Xs | 0 <
TI,s(xs) < ∞ and Lfcl,sH

f
s (ϕcl,s(TI,s(xs), xs)) 6= 0} is

open, and consequently,̃Ss
f := ∆̄s −1

f (X̃s) is an open subset
of S̄s

f . It follows that thegeneralized Poincaré stance map
Ps : S̃s

f → Sf
s defined by

Ps(xf) := ϕcl,s(TI,s(∆s
f (xf)),∆s

f (xf)), (42)

is well-defined and continuous (the terminology of a
generalized-Poincaré mapfollows Appendix D of [28]).

In analogous fashion, thegeneralized Poincaré flight map
Pf : S̃f

s → S̃s
f , is defined by

Pf(xs) := ϕcl,f(TI,f(∆f
s(xs), wf

s(xs)),∆f
s(xs), wf

s(xs)). (43)

In [28, Appendix D], it is proved thatPf is continuously
differentiable. ThePoincaŕe return mapP : S̃f

s → Sf
s for

(40) is defined by
P := Ps ◦ Pf . (44)

B. Analysis of the Poincaré return map

Theorem 1 (Connecting running to walking): Let P be
the Poincaŕe return map defined in (44) for the hyrbid running
model in (40).P is also the Poincaré return map for the system
with impulse effects

Σcl :
{

ẋ(t) = fcl,s(x(t)) x−(t) 6∈ S
x+(t) = ∆(x−(t)) x−(t) ∈ S,

(45)

whereS := S̃f
s and∆ := ∆̄s

f ◦ Pf .
Proof: This follows immediately from the construction

of the Poincaŕe return map in [2, Eq. (14)].
This observation is important because models of the form

(45) have been studied in the context of walking gaits. Under
certain conditions on the impact map, powerful analysis and
feedback design tools have been developed for this class of
models [3], [4], and the viability of the feedback designs has
been confirmed experimentally [8], [9]. The identification of
running with walking indicates how certain results developed
for walking may be extended to running. In this section and the
next, several results along this line of reasoning are developed
and illustrated on an asymptotically stable running gait.

2Flows from one surface to another are sometimes called impact maps or
functions.TI,s could also be called thetime-to-flight function.

Suppose that∆ : S ∩ Zs → Zs, whereZs is the stance-
phase zero dynamics manifold. Then, from [3], (45) has a
hybrid zero dynamics, which may be called thehybrid zero
dynamics of running:

ż = fzero(z) z− /∈ S ∩ Zs

z+ = ∆zero(z−) z− ∈ S ∩ Zs,
(46)

where the restricted impact map is∆zero := ∆|S∩Zs
andfzero

is given by (26). The key properties in walking gaits that led
to a rich analytic theory wereZs-invariance, ∆ : S∩Zs → Zs,
and what one may callconfiguration determinism: π ◦∆(S ∩
Zs) consists of a single point, whereπ : TQs → Qs is the
canonical projection. How to achieve these conditions for∆ =
∆̄s

f ◦ Pf through design of the flight-phase controller will be
detailed in Section VII.

Let q−0 be as defined in (28) and suppose thatπ ◦ ∆(S ∩
Zs) = {q+

0 }. Then (5) can be used to define the positions
of the center of mass at the beginning of the stance phase,
(x+

cm, y+
cm), and the end of the stance phase,(x−

cm, y−
cm). In

the following, it is assumed that the center of mass is behind
the stance leg a the beginning of the stance phase, and thus,
x+

cm < 0.
Theorem 2 (Characterization of restricted impact map):

Suppose that∆ : S ∩ Zs → Zs and π ◦ ∆(S ∩ Zs) = {q+
0 }.

In the coordinates(θ−s , σ−
1 ) for S ∩ Zs, the restricted impact

map is given by

∆zero(θ−s , σ−
1 ) =

[
θ+
s

δ(σ−
1 )

]
, (47)

where
θ+
s = θs(q+

0 )

δ(σ−
1 ) = χσ−

1 −
√

(βσ−
1 )2 + α,

(48)

and

α = −2m2g(x+
cm)2(y+

cm − y−
cm)

β = mx+
cmλy(q−0 )

χ = 1 + mx−
cmλy(q−0 ) + m(y+

cm − y−
cm)λx(q−0 ).

(49)

The proof is given in the Appendix.
Remark 1:
1) Whenα = 0, that is, the center of mass has the same

height at the beginning and end of the stance phase,
δ(σ−

1 ) = (χ − |β|)σ−
1 is linear, exactly as in walking.

2) In terms of the coordinates(θ−s , ζ− := 1
2 (σ−

1 )2), where
the (generalized) kinetic energy of the stance-phase zero
dynamics is used instead of the angular momentum, the
second entry in (47) becomes

δe(ζ−) = (χ2 + β2)ζ−

− χ
√

2αζ− + (2βζ−)2 +
α

2
. (50)

3) Implicit in the construction ofS := S̃f
s is the condition

2αζ− + (2βζ−)2 ≥ 0. Also a part of the construction
of S is the condition thatTI,f is a positive real number;
under the assumptions made on∆, this is equivalent
to checking thaty+

cm > y−
cm and λy(q−0 ) < 0 do not

simultaneously occur.



Let P : S → S be the Poincaré return map for (45), and
hence, also for (40), and suppose that∆ : S ∩Zs → Zs. Then
P : S ∩ Zs → S ∩ Zs. Define the restricted Poincaré return
mapρ : S ∩ Zs → S ∩ Zs by

ρ := P |S∩Zs
. (51)

The restricted Poincaré return map is important because it is
scalar and, by [2, Theorem 2] (see [3, Sec. IV]), asymptot-
ically stable fixed points of it correspond to asymptotically
stable periodic orbits of the hybrid model (45), and hence, to
asymptotically stable running gaits.

Theorem 3 (Closed-form for ρ): Suppose that∆ : S ∩
Zs → Zs andπ ◦∆(S ∩Zs) = {q+

0 }. Let (θ−s , σ−
1 ) ∈ S ∩Zs,

and setζ− := 1
2 (σ−

1 )2. Then

ρ(ζ−) = (χ2 + β2)ζ−

− χ
√

2αζ− + (2βζ−)2 +
α

2
− Vzero(θ−s ), (52)

with domain of definition

Dρ :=
{
ζ− > 0

∣∣ δe(ζ−) − V max
zero > 0,

2αζ− + (2βζ−)2 ≥ 0
}

, (53)

whereδe is defined in (50), and

V max
zero := max

θ+
s ≤θs≤θ−

s

Vzero(θs). (54)

Moreover, the first derivative of the restricted Poincaré return
map is

dρ

dζ−
(ζ−) = (χ2 + β2) − χ

α + 4β2ζ−√
2αζ + (2βζ−)2

. (55)

The proof is given in the Appendix. The following corollary
is immediate.

Corollary 1 (Exponentially stable fixed points):
Suppose thatζ∗ ∈ Dρ is a fixed point of ρ. Then it is
exponentially stable if, and only if,

µ := (χ2 + β2) − χ
α + 4β2ζ∗√

2αζ∗ + (2βζ∗)2

satisfies|µ| < 1.

VII. I LLUSTRATION ON RABBIT

Using the method proposed in [11], a time-trajectory of (18),
corresponding to an average running speed of1.5 m/s, was de-
termined for RABBIT (see [1] for details on the planar, bipedal
robot, RABBIT). A stick-figure diagram corresponding to the
running motion is given in [12]. Denote byO the path traced
out by this trajectory in the state spaces of the hybrid model
of the robot.O intersectsSf

s andSs
f exactly once each; define

x∗
f = O ∩ Ss

f andx∗
s = O ∩ Sf

s . The goal is to design a time-
invariant state-feedback controllerà la Section V that hasO as
its asymptotically-stable periodic orbit. Recall that designing
the controller is equivalent to specifying the output functions
in (21) and (34) and the parameter update-law in (40).

A. Stance Phase Controller Design

On the stance phase of the running trajectory,θs varies
betweenθ+

s = 1.2758 rad andθ−s = 1.8849 rad. As in [5], an
output ys = hs(q) := qb − hd,s ◦ θs(q) is designed so that it
vanishes (nearly) along the stance phase of the periodic orbit,
and thus the orbit will be an integral curve of the stance-phase
zero dynamics. For this, the functionhd,s was selected to be a
fourth-order polynomial inθs. The design method in [11] that
is used to compute the periodic orbit essentially guarantees
that the technical conditions of Section V are satisfied forhs;
nevertheless, the conditions are formally verified. Oncehs is
known, so isZs, and, by construction,O∩TQs ⊂ Zs. Define
Sinit

s = {(q, q̇) | θs(q) = θ+
s }.

B. Stability of the periodic orbits

The data required to determine the restricted Poincaré map
ρ in Theorem 3 can be computed directly from:hd,s. This was
done and yieldedα = 27.3270, β = −0.0129, χ = 0.9549,
andVzero = −257.68. Computingρ results inζ∗ = 801.5 and
µ = 0.7855. Sinceµ < 1, if a flight-phase controller can be
determined to meet the conditions of Theorem 3, the orbit will
be asymptotically stable. A plot of the restricted Poincaré map
is provided in [12].

C. Flight Phase Controller Design

The flight phase controller,yf = hf(qf , af) := qb −
hd,f(xcm, af), af = wf

s(x
−
s ), is to be designed so that∆(S ∩

Zs) ⊂ Zs and π ◦ ∆(S ∩ Zs) is a single point. These two
conditions will hold if, and only if,

∆(S ∩ Zs) ⊂ Zs ∩ Sinit
s . (56)

Analogously to (28) and (29),Zs ∩ Sinit
s is given by

{(q+
0 , q̇+) | q+

0 = Φ−1
s (0, θ+

s ), q̇+ = q̇+
0 σ+

1 , σ+
1 ∈ IR},

(57)
where

q̇+
0 =

[
∂hs
∂q

A5

]−1
∣∣∣∣∣
q=q+

0

[
0
1

]
. (58)

From Theorem 2, it follows that (56) is equivalent to

∆(q−0 , q̇−0 σ−
1 ) = (q+

0 , q̇+
0 δ(σ−

1 )), (59)

which gives specific boundary conditions, justafter impact,
to be met by the design of the flight phase controller. In
particular, recalling thatq = (q′b, q5)′, it is seen that (59)
places constraints on the body configuration variables, their
derivatives, andq5, while the constraint oṅq5 is equivalent to
σ+

1 = δ(σ−
1 ), if the other constraints are met.

For the purpose of computation, it is convenient to transform
(59) to conditions inTQf instead ofTQs. This is done as
follows: the boundary conditions (59) specify the height of
the center of mass at impact, and from this information, the
flight time, tf , is computed for any initial condition inS∩Zs;
see (67) in the Appendix. Using (68) and the impact model, a
function ˙̄q0(q+

0 , σ−
1 ) is determined such that (59) is equivalent

to
(q−0 , q̇−0 σ−

1 ) 7→ (R−1q+
0 , ˙̄q0(q+

0 , σ−
1 )). (60)



The design ofhd,f can now be given in two steps. First,
define

τ(xcm, σ−
1 ) =

xcm − x−
cm

tf ẋ
−
cm

=
xcm − x−

cm

tfλx(q−0 )σ−
1

; (61)

the real-valued functionτ varies between0 and1 and can be
used to parameterize trajectories fromS ∩ Zs to Sinit

s ∩ Zs

in a neighborhood of the periodic orbit. Choose a function
poly(a0, · · · , a4) : [0, 1] → IR4 such that

poly(a0, · · · , a4)(0) = a1

dpoly
dτ (a0, · · · , a4)(0) = a2

poly(a1, · · · , a4)(1) = a3

dpoly
dτ (a0, · · · , a4)(1) = a4,

(62)

and there exista∗
1, · · · , a∗

4 for which qb−poly(a∗0, · · · , a∗4)(τ)
(nearly) vanishes onO. Here, this was accomplished with
a fourth order polynomial. Off of the orbit, use (62) to
solve for a1, · · · , a4 as functions ofσ−

1 so that qb(τ) =
poly(a0, · · · , a4)(τ) satisfies the constraints on the body co-
ordinates imposed by (60). Specifically, seta1 = (q−0 )b,
a3 = (R−1q+

0 )b, a2 = (q̇−0 σ−
1 )b, and a4 = ( ˙̄q0(q+

0 , σ−
1 ))b.

Define

hd,f(xcm, σ−
1 , a0) := poly(a0, . . . , a4)(τ) (63)

with ai(σ−
1 ), i = 1, . . . , 4 and τ(xcm, σ−

1 ). Define q5(0) =
(q−0 )5 andqd

5 = (R−1q+
0 )5.

In the second step, the goal is to selecta0 as a function of
σ−

1 so that theq5-component satisfies the constraints. This is
done as follows. The output (63) satisfies all of the conditions
of Section V, and hence the evolution ofq5 in the flight-phase
zero dynamics is given bẏq5 = κ1,f(σcm, xcm, ẋcm, σ−

1 , a0).
In the flight phase,σcm and ẋcm are constant and can
be substituted by their values from(S ∩ Zs). In addition,
xcm(t) = x−

cm + tλx(q−0 )σ−
1 . Hence, q̇5 = κ̃1,f(t, σ−

1 , a0).
Letting σ−∗

1 denote the value ofσ−
1 on theO, qd

5 = q5(0) +∫ tf

0
κ̃1,f(t, σ−∗

1 , a∗
0)dt is satisfied because, by construction of

the output, the orbit corresponds to an integral curve of the
flight-phase zero dynamics. Finally, it is verified (numerically)
that

∂

∂a0

(
qd
5 − q5(0) −

∫ tf

0

κ̃1,f(t, σ−∗
1 , a0)dt

)∣∣∣∣
a0=a0∗

6= 0,

(64)
and thus by the implicit function theorem, there exists an open
subset aboutσ−∗

1 and a differentiable functioñwf
s such that

w̃f
s(σ

−∗
1 ) = a∗

0 and

qd
5 = q5(0) +

∫ tf

0

κ̃1,f(t, σ−
1 , w̃f

s(σ
−
1 ))dt. (65)

Since (65) is scalar whilea0 has four components, there exist
an infinite number of solutions for̃wf

s. Hence, a numerical
optimization was performed to find, for each point in a
neighborhood ofσ∗

1 , a value ofa0 that steersq5 to qd
5 , while

minimizing ||a0 − a∗
0||. The flight-phase control design is

completed by formally defininghd,f(qf , af), af := (σ−
1 , a′

0)
′,

andwf
s(x

−
s ) := (σ−

1 , w̃f
s(σ

−
1 )′)′.
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Fig. 2. The torso angle (x-axis) in units of radians versus its velocity (y-axis)
in units of radians per second in the stance and flight phases. Notice that the
flight-phase controller has regulated the torso angle to its desired value of
qd
5 at impact. The plot indicates that a limit cycle is achieved. In fact, the

obtained limit cycle corresponds to the original periodic orbit,O.

D. Simulation

The controller has been simulated on a model of RAB-
BIT. Assuming no modeling error and initializing the closed-
loop system off of the periodic orbit—with an error in the
velocity—yields the simulation data presented in Fig. 2. Addi-
tional plots and animations of the running motion are available
at [12]. The robustness of the controller is being evaluated
on the compliant contact model used in [5]. The preliminary
results are encouraging.

VIII. C ONCLUSIONS

A time-invariant feedback control strategy has been devel-
oped for a bipedal runner. The flight-phase portion of the
control strategy was designed so as to create a generalized
impact map with properties similar to those of the impact maps
that occur in models of walking. This led to the deliberate
design of a hybrid zero dynamics of running, that is, a low-
dimensional, invariant, sub-dynamic of the closed-loop hybrid
system. Asymptotically stable orbits of the hybrid zero dy-
namics are asymptotically stabilizable orbits of the full-order
hybrid model. Using the idea of a restricted Poincaré return
map—that is, the Poincaré return map restricted to the hybrid
zero dynamics—an explicit criterion for the existence of a
periodic orbit was given, as well as an explicit characterization
of its stability properties.

The principal results were illustrated on a five-link, four-
actuator planar biped with revolute joints. A periodic trajectory
computed in [11] was interpreted as a desired periodic orbit in
the state space of the robot model. A time-invariant feedback
controller was designed to realize this orbit as an attractive
solution of the hybrid zero dynamics, without, it is very
important to note, the use of trajectory tracking. Very roughly
speaking, the controller is “clocked” to events on the orbit and
not to time. Hence, when perturbed away from the orbit, the
robot’s links regain “synchrony” with respect to the robot’s
position on the orbit and not with respect to time.
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APPENDIX

A. Proof of Theorem 2

By (28), points inS∩Zs are parameterized by(q−0 , q̇−0 σ−
1 ).

The position of the center of mass(x−
cm, y−

cm) is obtained by
evaluating (5) atq−0 and its velocity is obtained from (33),
(ẋ−

cm, ẏ−
cm) = (λx(q−0 )σ−

1 , λy(q−0 )σ−
1 ). The angular momen-

tum about the center of mass can be determined from (16) to
be

σ−
cm = σ−

1 − m
(
y−
cmλx(q−0 )σ−

1 − x−
cmλy(q−0 )σ−

1

)
. (66)

Since the transition map from the stance phase to the flight
phase preserves positions and velocities, (66) is also the angu-
lar momentum at thebeginningof the flight phase, and because
angular momentum is conserved during ballistic motion, (66)
is also the value of the angular momentum at theend of the
flight phase. From the hypotheses∆ : S ∩ Zs → Zs and
π ◦ ∆(S ∩ Zs) is a single point, the position of the center
of mass at the end of the flight phase is known and equal
to the position of the center of mass at the beginning of the
subsequent stance phase, which is given by(x+

cm, y+
cm). From

this, the flight time,tf , can be computed

tf =
ẏ−
cm

g
+

√
(ẏ−

cm)2 − 2g(y+
cm − y−

cm)

g
, (67)

and from (15), the velocity of the center of mass at the end
of the flight phase is determined

[
ẋcm(tf )
ẏcm(tf )

]
=


 ẋ−

cm

−
√

(ẏ−
cm)2 − 2g(y+

cm − y−
cm)


 . (68)

Equations (66), (68), (16) allow the angular momentum about
the contact point at the end of the flight phase,σ−

2 , to be
evaluated, and then (17) allows the evaluation of the angular
momentum about the stance leg at the beginning of the
subsequence stance phase. This yields

σ+
1 = σ−

1 − m
(
y−
cmλx(q−0 )σ−

1 − x−
cmλy(q−0 )σ−

1

)
+

my+
cmλx(q−0 )σ−

1 +mx+
cm

√
(λy(q−0 )σ−

1 )2 − 2g(y+
cm − y−

cm),
(69)

which, after simplification, completes the proof.

B. Proof of Theorem 3

From [3, Sec. IV], in the coordinates(θs, ζ = 1
2 (σ1)2)

for Zs, the stance-phase zero dynamics can be integrated as
ζ(θs) = ζ+ − Vzero(θs). Evaluating atθ−s and applying (50)
yieldsρ(ζ−) = δe(ζ−)−Vzero(θ−s ). The domain ofρ follows
from [3, Thm. 3].
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