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ABSTRACT

High b-value Diffusion-weighted MRI (DWI) is promising in cancer imaging but suffers from long acquisition time and low signal-to-noise ratio (SNR). We propose a low-rank tensor model that exploits correlation across both diffusion-induced signal decays and neighboring k-space samples, to accelerate the acquisition of DWI using an extended range of b-values (0 s/mm² to 2500 s/mm²) and limited (orthogonal only) diffusion directions, an imaging scheme that is increasingly used for brain gliomas evaluation. A phase constraint accounts for phase variations between b-values is also applied. Our method integrates parallel imaging and partial Fourier acquisition naturally, and undersamples along phase-encoding direction only. Reconstruction results using both patient and simulated data with an acceleration factor of 8 show improved SNR and reduced aliasing, as compared to parallel imaging only method as well as two other low-rank model-based methods.
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1. INTRODUCTION

Interest is emerging in acquiring diffusion-weighted magnetic resonance images (DWI) using b-values higher than conventional values (1000 s/mm²), as it shows potential in better tumor grading and delineation [1–3]. However, the extended sampling of b-values, plus the low signal-to-noise ratio (SNR) and thus the need of repeated acquisition for signal averaging, makes the acquisition time long and inconvenient for clinical use.

Most work in accelerated DWI acquisition focuses on undersampling the k-q space [4–8], where images are acquired using multiple diffusion directions and two b-values. While in cancer imaging, such as in studies of brain glioma [1–3], usually only 3 orthogonal directions are sampled using a range of b-values. Besides, most existing work uses a moderate b-value at around 1000 s/mm², while in high b-value DWI, the extension of b-values to 2000 s/mm² and higher, plus the limited sampling of diffusion directions, significantly degrades the SNR and poses challenges for image reconstruction. Although [5] presents reconstruction results using $b = 2000$ s/mm² and 64 diffusion directions, that method fails at an acceleration factor of 8 using k-space only undersampling as reported.

Low-rank tensor models have been applied to accelerated MRI and the results are promising [9–12]. However, most methods do not consider the coil dimension, yet multichannel acquisition plays a key role in clinically used acceleration schemes such as parallel imaging. Although [12] builds a tensor of the form space$\times$coil$\times$time and exploits the correlation between coils, acceleration using multi-channel acquisition can use not only the correlation between coils, but also the correlation between neighboring k-space samples. Therefore, exploiting coil correlations only may not fully utilize the benefits of multichannel acquisition. In [13], the author studies tensor models for parallel imaging, but with single image acquisition instead of image series acquisition.

This paper proposes a new low-rank tensor model that exploits both the global low-rank structure of DWI that results from the strong correlation between diffusion signals of voxels and the local low-rank structure that results from the correlation between neighboring k-space samples. The method also includes a phase constraint to account for the large phase variations between b-values and handles partial Fourier acquisition naturally. We evaluate our method using both patient and simulated data and show improved SNR and reduced aliasing, as compared to parallel imaging only method (GRAPPA) [14] and two other low-rank model-based methods [12] and [7].

2. THEORY

2.1. Tensor Construction

In high b-value DWI, a series of 2D DWI images are acquired using $N_b$ different b-values. Each b-value image is acquired using $N_c$ coils. Denote the size of the imaging matrix as $N_x \times N_y$, we record a collection of k-space samples
To model both the local low-rank property, i.e., the correlation between neighboring k-space samples, and the global low-rank property, i.e., the fact that only a few tissue types are present and signal decays among voxels are highly correlated, we first organize k-space samples at each b-value, \( D_b \in \mathbb{C}^{N_x \times N_y \times N_z, b = 1, 2, \ldots, N_b} \) into a block-Hankel matrix \( H_b \in \mathbb{C}^{N_z \cdot w^2 \times (N_x - w + 1)(N_y - w + 1)} \) using the SAKEX method [15], where \( w \) denotes the size of the sliding window that selects a neighborhood of \( w^2 \) k-space samples. Next, we stack block-Hankel matrices at different b-values along the third dimension to form a 3D tensor \( \mathcal{X} \in \mathbb{C}^{N_z \cdot w^2 \times (N_x - w + 1)(N_y - w + 1) \times N_b} \).

### 2.2. Phase Variation Correction

One challenge involved in applying low-rank constraint to DWI is the large phase variations across b-values, because DWI sequences are very sensitive to motion. If uncorrected, such phase variations would invalidate the assumption of global low-rankness. Following [7], we estimate the phase map for each coil/b-value image.

Although the phase difference between b-values is due to the motion and should be corrected, the coil phases are important for multichannel acquisition and should be retained.

### 2.3. Problem Formulation

Based on the low-rank assumptions, we propose the following constrained image reconstruction scheme

\[
\hat{y}, \hat{x}, \hat{\mathcal{X}} = \arg \min_{\mathcal{X}} \| \mathbf{d} - \Omega \mathbf{y} \|_F^2 + \lambda R(\mathcal{X})
\]

s.t. \( \mathbf{y} = \mathcal{F}\mathcal{P}_1 \mathbf{x}, \; \mathcal{X} = \mathcal{H}\mathcal{F}\mathcal{P}_1 \mathbf{x}, \; \mathbf{x} \in \mathbb{R}^{N_x N_y N_z N_b}, \)

where \( \mathbf{d} \) is the vectorized k-space samples, \( \Omega \) is the k-space sampling operator, \( \mathcal{F} \) is the (full) Fourier transform operator and \( \mathcal{H} \) is the operator that constructs block-Hankel matrix as described in [15]. \( \mathcal{P} \in \mathbb{C}^{N_x N_y N_z N_b, N_x N_y N_z N_b} \) is a diagonal matrix that contains the phase information estimated for each coil/b-value image. \( \mathcal{P}_1 \) is of the same size of \( \mathcal{P} \), and is the coil phase information, estimated from the phase maps at \( b = 0 \) s/mm², but replicated \( N_b \) times. By forcing \( \mathbf{x} \) to be real, we enforce the consistency between the phase information of reconstructed images and the phase estimation using the center of k-space, which makes our algorithm compatible with partial Fourier acquisition [16].

To enforce the low-rank structure, we choose the regularizer \( R \) to be a hard constraint on the \( n \)-rank [17] of the tensor \( \mathcal{X} \) such that \( \text{rank} (\mathcal{X}_{(1)}) \), \( \text{rank} (\mathcal{X}_{(2)}) \), \( \text{rank} (\mathcal{X}_{(3)}) \) \( \leq \) \( \text{rank} (\mathcal{X}_{(0)}) \) denotes the \( i \)th order matrix unfolding of tensor \( \mathcal{X} \). This hard constraint can be efficiently fulfilled by performing truncated multilinear singular value decomposition (SVD) [18] [19] that reduces the problem size significantly, which is beneficial given the large size of the tensor \( \mathcal{X} \).

### 2.4. Algorithm

We propose an ADMM algorithm to solve this problem efficiently. All subproblems have closed-form solutions. The augmented Lagrangian function can be written as

\[
\begin{align*}
L(\mathbf{x}, \mathbf{y}, \mathbf{u}_1, \mathbf{u}_2, \mathcal{X}) &= \| \mathbf{d} - \Omega \mathbf{y} \|_F^2 + \lambda R(\mathcal{X}) \\
&+ \mu_1 (\| \mathbf{y} - \mathcal{F}\mathcal{P}_1 \mathbf{x} \|_F^2 - \| \mathbf{u}_1 \|_2^2) \\
&+ \mu_2 (\| \text{vec}(\mathcal{X} - \mathcal{H}\mathcal{F}\mathcal{P}_1 \mathbf{x} + \mathbf{u}_2) \|_2^2 \\
&- \| \text{vec}(\mathbf{u}_2) \|_2^2)
\end{align*}
\]

(2)

where \( \text{vec} \) denotes vectorization. We minimize (2) by updating splitting variables iteratively

\[ y^{k+1} = (\Omega^* \Omega + \mu_1 I)^{-1} (\Omega^* \mathbf{d} + \mu_1 (\mathcal{F}\mathcal{P}_1 \mathbf{x} - \mathbf{u}_1)), \]

(3)

by matrix inversion lemma

\[
(\Omega^* \Omega + \mu_1 I)^{-1} = \frac{1}{\mu_1} - \frac{1}{\mu_1} \Omega^* (I + \Omega \Omega^*)^{-1} \Omega \frac{1}{\mu_1}
\]

(4)

as \( \Omega^* = I \). Putting (4) back into (3), after some simplifications, we can show

\[
y^{k+1} = \frac{\Omega^* \mathbf{d} + \mu_1 \Omega^* (\mathcal{F}\mathcal{P}_1 \mathbf{x} - \mathbf{u}_1)}{1 + \mu_1} + (I - \Omega^* \Omega) (\mathcal{F}\mathcal{P}_1 \mathbf{x} - \mathbf{u}_1),
\]

(5)

which can be calculated easily by updating sampled locations of \( y \) using the weighted-average of k-space samples and \( (\mathcal{F}\mathcal{P}_1 \mathbf{x} - \mathbf{u}_1) \), and unsampled locations using \( (\mathcal{F}\mathcal{P}_1 \mathbf{x} - \mathbf{u}_1) \). The update of \( \mathbf{x} \) is

\[
\begin{align*}
x^{k+1} &= \text{Real} \left( \mu_1 \mathbf{P}^* \mathcal{F}^* (y^{k+1} + \mathbf{u}_2^k) \\
&+ \mu_2 \mathbf{P}_1^* \mathcal{F}^* \mathcal{H}^* (X^{k+1} + \mathbf{u}_2^k)) / (\mu_1 + \mu_2),
\end{align*}
\]

(6)

where \( \mathcal{H}^* \) is an operator that averages antidiagonal entries in the block-Hankel matrix (which are replicates of the same k-space samples) and puts the average back into appropriate locations [15]. By construction, \( \mathcal{H}^* \mathcal{H} \) is an identity operator. The update of the low-rank tensor is calculated as

\[
\mathcal{X}^{k+1} = \text{mlsvd}(\mathcal{H}\mathcal{F}\mathcal{P}_1 \mathbf{x}^{k+1} - \mathbf{u}_2^k),
\]

(7)

where mlsvd is the truncated multilinear singular value decomposition, as described in section 2.3, with a core tensor size of \( (r_1, r_2, r_3) \). The code is available online [20]. The updates of auxiliary variables are

\[
u_1^{k+1} = u_1^k + (y^{k+1} - \mathcal{F}\mathcal{P}_1 \mathbf{x}^{k+1})
\]

(8)

\[
u_2^{k+1} = u_2^k + (\mathcal{X}^{k+1} - \mathcal{H}\mathcal{F}\mathcal{P}_1 \mathbf{x}^{k+1})
\]

(9)
3. METHOD

3.1. Data preparation
Under IRB approval, a patient was scanned with a DW EPI sequence on a Siemens 3T scanner with a 20-channel coil array and 3 orthogonal diffusion directions. Eleven b-values were sampled uniformly from 0 s/mm^2 to 2500 s/mm^2, with TR = 9300 ms, TE = 93 ms and flip angle = 90°. To ensure a reasonable geometric fidelity, four-fold parallel imaging (GRAPPA) [14] and partial Fourier [16] (with 75% of k-space sampled) were applied during data acquisition.

We also simulated a DWI dataset, using a brain phantom from brainweb [21] and imaging parameters the same as the patient scan. We removed the skull and simulated diffusion signals for white matter, gray matter and fluid using a bi-exponential decay model [22]. We estimated coil phase maps from the patient dataset and simulated phase variations across b-values assuming rigid body motion and linear phase variations [23]. We added Gaussian white noise to the simulated k-space data, with noise covariance matrix estimated from the noise calibration lines of the patient scan.

3.2. k-space sampling and phase map estimation
We retrospectively undersampled the k-space of both datasets, where we fully sampled the center of the k-space, and randomly undersampled the peripheral part of k-space, along the phase-encoding direction only. Note that the patient dataset was undersampled by 4 with a quarter plane of k-space not acquired. Our sampling scheme further undersamples this dataset. We undersampled the simulated dataset the same way as the patient dataset. Both undersamplings of patient and simulated dataset achieve an acceleration factor of 8.0, defined as the ratio between the full data size and sampled data size.

We estimated the phase map at each coil/b-value by first calculating a GRAPPA [14] kernel from the auto-calibration region at \( b = 0 \) s/mm^2 and filling up the regularly undersampled k-space center for other b-values. The phase map was then calculated from the GRAPPA-filled center of k-space.

3.3. Evaluation
We compared our method with two other low-rank model-based methods: the phase-constrained low-rank matrix model [7] (denoted as the PCLR method) and the low-rank tensor model with coil as one dimension [12] (denoted as the LRT method).

For the simulated dataset, we quantitatively evaluated our reconstruction error by comparing our results \( \hat{\gamma} \) to the noise-free groundtruth \( \gamma \). We calculated the reconstruction error as \( \| \gamma - \hat{\gamma} \|_2 / \| \gamma \|_2 \). For the patient dataset, due to the poor signal-to-noise ratio at high b-values, which is further degraded by parallel imaging, the reconstruction difference between our results and the one by parallel imaging is not informative. Instead, we evaluated the SNR of the reconstructed images using different methods. Characterization of noise distributions in reconstructed MR images has been an open problem [24]. We chose the standard definition of SNR in imaging (ratio between mean signal of the imaging object and standard deviation of the background) for simplicity, while more sophisticated noise characterization schemes may be used in future work.

4. RESULT
Figure 2 shows the reconstruction results using (1) parallel imaging (PI) using GRAPPA [14]; (2) PCLR [7]; (3) LRT [12]; and (4) our proposed method. All methods perform well at \( b = 0 \) s/mm^2, possibly due to the high SNR and the fully sampled auto-calibration region. However, at a high b-value (\( b = 2500 \) s/mm^2), PI and PCLR result in poor SNR and the LRT method shows aliasing (indicated by the red arrow), while our method still produces clean reconstruction.

Figure 3 shows the reconstruction results using the simulated dataset at \( b = 2500 \) s/mm^2, as well as the absolute difference maps as compared to the noise-free groundtruth. The reconstruction by PCLR is blurry while the reconstruction by LRT shows aliasing, as can be visualized from the difference map. Although the aliasing is not strongly visible in the image, it may affect subsequent image analysis using higher-order diffusion models such as the bi-exponential model [22], as the non-linear fitting procedure is very sensitive to errors. Repeating the experiment with another random sampling scheme shows similar results. The overall reconstruction error for 4-fold PI is 10.0%, and 14.0%/17.8%, 6.4%/11.7%, 3.6%/4.3% respectively for the two repeated ex-
Fig. 2: Reconstruction results using patient data.

Fig. 3: Reconstruction results using simulated data at $b=2500$ s/mm$^2$.

Figure 4 compares different methods by plotting the SNR of reconstructed images at different b-values using patient data and reconstruction errors (averaged between 2 repeated experiments) at different b-values using simulated data. Our method consistently achieves superior SNR and lower reconstruction error for all b-values.

5. CONCLUSION AND DISCUSSION

In this work we develop a low-rank tensor model with phase constraint, to accelerate the acquisition of high b-value DWI for cancer imaging. Our model exploits both the local and global low-rank structure of the DWI data. The problem formulation integrates parallel imaging and partial Fourier reconstruction, two commonly used acceleration schemes in clinic. The reconstruction results, with an acceleration factor of 8, show improved SNR and reduced aliasing as compared to other image reconstruction methods.

One important parameter in low-rank models is the rank number. Currently it is decided by visually inspecting the singular value distributions of unfolding matrices. Future work will evaluate the selection of rank constraint more systematically. Future work will also estimate diffusion parameters from our reconstruction results, using higher-order diffusion models [1] [22] rather than mono-exponential decay models, to extract potential new biomarkers for tumor delineation, grading and treatment response assessment.
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