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Abstract—Image reconstruction in low-count PET is chal-
lenging because gammas from natural radioactivity in Lu-
based crystals cause high random fractions that lower the
measurement signal-to-noise-ratio (SNR). In model-based image
reconstruction, using more iterations of an unregularized method
may increase the noise, so incorporating regularization into
the image reconstruction is desirable to control the noise. New
regularization methods based on learned convolutional oper-
ators are emerging in iterative reconstruction. We apply the
newly developed block coordinate descent network (BCD-Net)
to PET reconstruction by modifying the image reconstruction
module to incorporate PET physics. Using the XCAT phantom
we simulated the low true coincidence count-rates with high
random fractions typical for Y-90 PET patient imaging after
Y-90 microsphere radioembolization. We trained a 10 layer
BCD-Net where each layer has 200 convolutional filters that
encode/decode an input image. Numerical results show that deep
BCD-Net significantly improves PET reconstruction performance
compared to iterative image reconstruction using non-trained
regularizers (total variation (TV) and non-local means (NLM)).
We selected the regularization parameter for each method to
obtain the highest contrast to noise ratio (CNR). BCD-Net
improved activity recovery for a hot sphere significantly and
reduced noise, whereas non-trained regularizers had a trade-
off between noise and quantification. BCD-Net improved CNR
and activity recovery by 96.6% (150.0%) and 41.5% (35.9%)
compared to TV (NLM) regularized reconstruction.

I. INTRODUCTION

Image reconstruction in low-count PET is challenging be-
cause dominant gammas from natural radioactivity in Lu-based
crystals cause low signal-to-noise-ratio (SNR) measurements
[1]. To accurately reconstruct images in low-count PET, iter-
ative image reconstruction is most widely used along with a
regularization term R(x) that penalizes image roughness and
controls noise:

x̂ = arg min
x≥0

f(x;y) + R(x). (1)

Here, f(x;y) is the Poisson negative log-likelihood be-
tween measurement y and estimated measurement means
ȳ(x), ȳ(x) = Ax+r̄, the matrix A denotes the system model,
and r̄ denotes the mean background events such as scatter and
random coincidences. Recently, applying learned regularizers
to R(x) is emerging for iterative image reconstruction [2].

While there is much ongoing research on machine learning
or deep-learning techniques applied to CT [3] and MRI [4]
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reconstruction problems, only a few studies have applied these
techniques to PET. The past PET studies mostly use deep
learning in image space without exploiting the physical imag-
ing model. For example, [5] applied deep-learning network to
train a network to enhance low dose FDG PET reconstruction,
however, its framework uses the acquisition data only to
form the initial image. Therefore, the reconstruction quality
depends greatly on the training data set and information from
atypical imaging situations and variable noise levels (that
are not part of the training set) may not be recovered well.
Recently [6] proposed an iterative PET reconstruction frame-
work using a deep-learning based regularizer. Our proposed
BCD-Net also uses a regularizer that penalizes differences
between the unknown image and the “denoised” image given
by the network. However, whereas [6] trained only a single
image denoising network, our proposed method is a recurrent
framework that is composed of multiple trained networks.
This recurrent framework enables networks in the later stages
to learn how to recover fine details. BCD-Net is constructed
by unfolding block coordinate descent (BCD) image recovery
algorithm using learned convolutional analysis operators [7],
and significantly improved image recovery accuracy in some
extreme imaging applications [8]. This paper 1) modifies the
architecture of BCD-Net for PET image reconstruction with
an efficient image reconstruction module, 2) applies a deep
BCD-Net that is trained for realistic low-count PET imaging
environments and compares its performance with those of
non-trained regularizes. Our proposed deep learning-based
reconstruction applies to PET imaging in general, particularly
in other imaging situations that also have low counts. Using
shorter scan times and lower tracer activity in diagnostic PET
has cost benefits and reduces radiation exposure, but at the
expense of reduced counts that makes traditional iterative
reconstruction challenging.

II. METHODS

A. Trained BCD-Net for iterative PET image reconstruction

BCD-Net is inspired by signal recovery using a “learned”
regularizer that consists of trained convolutional filters and
thresholding values in an analysis form [7]:

x̂ = argmin
x

min
z
f(x; y) + β

( K∑
k=1

||ck ∗ x− zk||22 + αk||zk||1
)
, (2)

where β is regularization parameter, {ck ∈ RR : k =
1, . . . ,K} is a set of convolutional filters, {zk ∈ Rnp : k =
1, . . . ,K} is a set of sparse codes, {αk ∈ R : k = 1, . . . ,K}
is a set of thresholding parameters controlling the sparsity of
{zk}, np is the number of image voxels, and R and K is the
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size and number of learned filters, respectively. Ultimately,
we hope that the learned regularizer can better separate true
signal from noisy components by lifting estimated signals with
trained convolutional kernels and removing unwanted signals
with thresholding operations.

Block Coordinate Descent (BCD) algorithm solves (2) by
alternatively updating {zk} and x :

{z(n+1)
k } = argmin

{zk}
||ck ∗ x(n) − zk||22 + αk||zk||1

= T (ck ∗ x(n), αk) (3)

x(n+1) = argmin
x

f(x) + β
( K∑
k=1

||ck ∗ x− z
(n+1)
k ||22

)
, (4)

where T (·, ·) is the element-wise soft thresholding operator:

T (t, q)j :=

{
tj − q · sign(tj), |tj | > q

0, |tj | ≤ q.

Assuming that learned filters {ck} satisfy the tight-frame
condition,

∑K
k=1 ||ck ∗ x||22 = ||x||22 ∀x [7], we rewrite the

updates in (3)-(4) as follows:

u(n+1) =

K∑
k=1

c̃k ∗
(
T (ck ∗ x(n), αk)

)
(5)

x(n+1) = argmin
x

f(x) + β||x− u(n+1)||22, (6)

where c̃k is a rotated version of ck. In this work, we train
separate decoding convolutional filters {dk} instead of using
{c̃k} to have better denoising capability. We train the image
denoising module in the form of (5) – specifically, consisting
of encoding and decoding filters, and thresholding values
{c(n+1)
k ,d

(n+1)
k , α

(n+1)
k : ∀k, n} – that “best” map between

high-quality images (e.g., true images if available) and noisy
images in the sense of mean squared error:

argmin
{ck},{dk},{αk}

L∑
l=1

∣∣∣∣∣∣∣∣xtrue,l −
K∑
k=1

dk ∗
(
T (ck ∗ x(n)

l , αk)

)∣∣∣∣∣∣∣∣2
2

,

where {xtrue,l ∈ Rnp : l = 1, . . . , L} is a set of true images
and {x(n)

l ∈ Rnp : l = 1, . . . , L} is a set of images estimated
by image reconstruction module in the nth layer. With trained
convolutional filters and soft-thresholding values, we define
the following updates for each layer:

u(n+1) =

K∑
k=1

d
(n+1)
k ∗

(
T (c

(n+1)
k ∗ x(n), α

(n+1)
k )

)
(7)

x(n+1) = argmin
x

f(x) + β||x− u(n+1)||22. (8)

Fig. 1 shows the corresponding BCD-Net architecture. We
name the u and x updates in (7)-(8) as following two modules:
1) image denoising module and 2) image reconstruction mod-
ule. A layer refers to one loop of denoising and reconstruction
module.

For efficient image reconstruction module (8) in PET, we
use EM-surrogate of Poisson log-likelihood function [9].

B. Conventional non-trained regularizers

We compared the proposed BCD-Net with two standard
non-trained regularizers.

Fig. 1. Architecture of modified BCD-Net. Due to the feedback, BCD-Net
can be categorized as a recurrent network.

1) Total-variation (TV): TV regularization penalizes the
sum of absolute value of differences between adjacent voxels:

R(x) = β||Cx||1,

where C is finite differencing matrix. Recent work [10]
applied Primal-Dual Hybrid Gradient (PDHG) [11] for TV-
regularized reconstruction and demonstrated that PDHG-TV
is superior than clinical reconstruction (e.g., OS-EM) for low-
count datasets in terms of several image quality evaluation
metrics such as contrast recovery and variability.

2) Non-local means (NLM): NLM regularization minimizes
the differences between nearby patches in image:

R(x) = β
∑
i,j∈Si

p(||N ix−N jx||22),

where p(t) is a potential function of a scalar variable t, Si
is the search neighborhood around the ith voxel, and N i is a
patch extraction operator at the ith voxel. We implemented Fair
potential function for p(t). Unlike conventional local filters
which assumes similarity between only adjacent voxels, NLM
filters can average image intensities over distant voxels. As in
[12], we used ADMM to accelerate algorithmic convergence
with adaptive penalty parameter selection method [13].

III. RESULTS AND DISCUSSION

A. Experimental setup

Y-90 PET imaging is challenging because of the low true
coincidence rate. We used XCAT [14] phantom (Fig. 2) to
simulate Y-90 PET following radioembolization. To simulate
the extremely low count scan, typical for Y-90 PET, we
set total true coincidences to 3× 105 and random fraction
to 90% based on patient PET imaging performed after ra-
diomebolization [15]. We placed a 42ml hot sphere (lesion)
and cold sphere inside the warm background (liver) and the
activity concentration ratio between lesion and liver was 5:1.
We evaluated each reconstruction with contrast to noise ratio
(CNR), activity recovery (AR) at volume of interest (VOI: hot
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Fig. 2. Attenuation map and true relative activity distribution.

TABLE I
EVALUATION METRICS FOR RECONSTRUCTED IMAGES FROM DIFFERENT

REGULARIZATION METHODS

AR AR CR CNR RMSE
Lesion Liver Cold Spot

EM 89.4 86.9 71.9 5.0 12.9
PDHG-TV 68.2 86.0 66.5 8.8 7.7
ADMM-NLM 71.0 84.7 70.2 7.0 9.2
BCD-Net 96.5 88.8 78.9 17.5 5.9

sphere, background), contrast recovery (CR) (VOI: cold spot),
and root mean squared error (RMSE):

AR (%) =
Estimated CVOI

True CVOI
× 100(%)

CR (%) =

(
1− Estimated CVOI

True CBKG

)
× 100(%)

CNR =
Clesion − Cbkg

STDbkg

RMSE (%) =

√∑
j(xtrue[j]− x̂[j])2

JFOV
× 100(%),

where CVOI is mean counts in the volume of interest (VOI),
STDbkg is standard deviation between voxel values in uniform
background liver, and JFOV is the total number of voxels in
field of view (FOV).

B. Training BCD-Net

We trained BCD-Net using six pairs of true image and re-
alization. We generated two activity distributions with varying
the location of hot and cold spot. For each activity distribution,
we generated three realizations to train the denoising network
to deal with the Poisson noise. We used 20 EM algorithm
iterations to get the initial image. We trained 3D convolutional
filters and thresholding values in each layer with a stochastic
gradient descent method using PyTorch [16] deep-learning
library. We trained a ten-layer BCD-Net where each layer
has 200 sets (K) of thresholding value and convolutional
encoding/decoding filters. We set the size of each filter as
3 × 3 × 3 (R = 33), and the initial thresholding values by
sorting the initial estimate of image and getting a 10% largest
value of sorted initial image. We used Adam optimization
method to train the network with learning rate of 10−3 for
filters and 10−1 for thresholding values. We applied the
learning rate decay scheme (e.g., decreasing the learning rate
as a factor of 0.9 per 10 epochs.)

C. Reconstruction results and discussion

We trained BCD-Net using an image having a different
lesion and cold spot than in the training images. We used 200
iterations for EM, PDHG-TV, ADMM-NLM, and 20 iterations
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Fig. 3. Reconstructed images of one slice from different reconstruction
methods.
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Fig. 4. Line profile where true image contains hot, warm and cold region.

for the reconstruction module (8) at each layer of BCD-
Net. For each regularizer, we finely tuned the regularization
parameter β (within range [2−15, 215]) to achieve highest CNR
and lowest RMSE values. For NLM, we additionally tuned the
window and search sizes.

Deep BCD-Net significantly improves overall reconstruc-
tion performance over the other non-trained regularization
methods. See Table I and Fig. 3. Table I shows that BCD-
Net achieves best results in all evaluation metrics. In par-
ticular, BCD-Net improved CNR and activity recovery by
96.6% (150.0%) and 41.5% (35.9%) compared to PDHG-
TV (ADMM-NLM) regularized reconstruction. Fig. 3 shows
that reconstructed image using BCD-Net is closest to the true
image whereas PHDG-TV exceedingly blurs in cold region
and ADMM-NLM is noisy in uniform region. The profiles in
Fig. 4 also illustrate that PDHG-TV does not correctly recover
the cold region surrounded by warm region, whereas profile
of BCD-Net is very close to true value in both hot and cold
region.

In this work, we empirically show the convergence of BCD-
Net. In Fig. 5, outputs of denoising module and reconstruction
module (u(n) and x(n)) are visually converged after 4-5 layers.
Fig. 6 also demonstrates that the relative difference between
x-updates is negligible after 5-6 layers.

To analyze the performance of BCD-Net, Fig. 7–8 visualize
each step in denoising network. When visualizing, we sorted
the thresholding values in the ascending order, therefore the
upper ones are least shrunk outputs and the lower ones are
most shrunk outputs. In both Fig. 7 and Fig. 8, some filters
and thresholding values are trained to smooth the image and
detect edges with small gradients (see upper ones) and some
filters and thresholding values are trained to detect edges with
large gradients (see lower ones).



Fig. 5. Outputs of image denoising module and image reconstruction module at each layer. u(n) and x(n) are visually converging.
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Fig. 6. Empirical demonstration of convergence: relative difference between

updates
( ||x(n+1)−x(n)||22

||x(n)||22

)
diminishes as the algorithm iterates.

Fig. 7. Visualization of each step in denoising network (filtering-thresholding-
filtering) at early layer (n = 0).

Fig. 8. Visualization of each step in denoising network (filtering-thresholding-
filtering) at later layer (n = 9).

IV. CONCLUSION

Non-trained regularizers had a trade-off between noise
and recovery accuracy, whereas BCD-Net improved activity
recovery for a hot sphere and reduced noise at the same time.
BCD-Net significantly improved CNR and AR compared to
EM, TV, and NLM reconstruction.

Future work includes investigating performance of BCD-Net
trained with end-to-end training principles, adaptive regular-
ization parameter selection, and testing trained BCD-Net with
measurement datasets having various count-levels and activity
distributions.
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