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Abstract

Purpose: Develop a general radiofrequency (RF) pulse design algorithm for the
design of three-dimensional (3D) spatially selective refocusing pulses and explore
their potential applications in reduced field-of-view imaging.

Methods: Spin-domain representation was used to describe the effect of RF pulses
and to formulate the optimization problem. The implementation was based on an
auto-differentiable simulator. Spatially selective excitation and refocusing pulses for
a small regions of interest were designed with consideration of hardware limits and
By and B;* inhomogeneities. The designed RF pulses were validated in simulation
as well as in vivo experiments in brain and prostate on a 3T scanner.

Results: Pulses of short duration (4.15 ms) were designed for 3D tailored excita-
tion and refocusing accounting for By and B;* inhomogeneities. The computation
time for each design was approximately 7 min. Improved outer-volume signal sup-
pression in phantom and in vivo spin-echo imaging experiments was achieved by
combining 3D excitation and refocusing pulses compared with using only one 3D
pulse. The potential of using tailored 3D pulses to obtain images with higher spa-
tial resolution (1 X 1 X 3mm?) and less distortion with the same scan time was
demonstrated by acquiring reduced field-of-view 3D images of brain and prostate.
Conclusion: The proposed algorithm jointly optimizes the RF and gradient wave-
forms given an initial pulse and a desired spin-domain target pattern. Our approach
is broadly applicable to the design of excitation and refocusing pulses and comple-
ments existing methods based on describing individual spin isochromatic behavior.
Combining 3D excitation and 3D refocusing pulses produced better spatial selectiv-
ity than using a combination of one-dimensional and 3D pulses.
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1 | INTRODUCTION

MRI is a noninvasive medical imaging technology that
provides detailed images of soft tissue for diagnosing dis-
eases. It uses radiofrequency (RF) and gradient magnetic
fields to manipulate the magnetization of protons to gener-
ate images of the human body. Typically, one-dimensional
(1D) RF pulses are used to selectively excite a slice or a
slab, and the field of view (FOV) is set to encompass the
entire object to avoid aliasing. However, imaging with such
a “full” FOV can be inefficient when the region of inter-
est (ROI) is smaller than the FOV. In comparison, reduced
FOV imaging,'~ achieved by either exciting the ROI** or
suppressing the signal outside the ROL® has the poten-
tial to reduce scan time,” improve spatial resolution, or
minimize the geometric distortion caused by a prolonged
readout.

One method for achieving reduced FOV imaging is
the use of multidimensional RF pulses, which applies
RF and gradient fields in multiple directions to achieve
spatial selectivity. However, designing these multidimen-
sional RF pulses is challenging because it requires opti-
mization of both RF and gradient waveforms. This opti-
mization problem is generally nonconvex due to the non-
linearity of spin physics. Additionally, factors such as
pulse duration,® RF power deposition,” and By and B+
inhomogeneities'®“!! must also be considered alongside
spatial selectivity.

Numerous methods have been proposed for design-
ing multidimensional RF pulses. Most of these methods
rely on the small-tip approximation,'? which assumes a
linear relationship between the applied RF pulse and
the resulting magnetization. Some algorithms optimize
both gradient and RF waveforms,'3-1® whereas others
focus on optimizing the RF waveform using a prede-
fined gradient trajectory, using this approximation.!’-2
However, this approximation may not hold for large flip
angles.

When designing large flip-angle pulses, more complex
modeling of the Bloch equations is required. One approach
involves using optimal control theory,?~>* which seeks to
find the RF field as a control input to manipulate spins
based on the Bloch equation. Another method uses an
automatically differentiable Bloch equation simulator?>-28
to provide a precise gradient of the loss function for effi-
cient and accurate optimization. However, design methods
based on Bloch equation simulation are primarily suit-
able for cases in which the initial and final spin isochro-
matic magnetization can be specified, such as in the design
of excitation, saturation, or inversion pulses. In these

pulses, the initial magnetization (M,) is at equilibrium
(Mo =[001]7), and the final (and target) magnetization,
following the application of the RF pulse, is represented
as a set of length-3 spin (isochromat) magnetization vec-
tors positioned at specific locations within the imaging
volume. However, for refocusing pulses, where the ini-
tial and final spin isochromat magnetization vectors are
unknown, specifying multiple initial conditions and their
corresponding final states is necessary.?? Therefore, using
the spin-domain representation? for designing refocus-
ing pulses may be more straightforward than working
with the magnetization vectors in the Bloch equation
simulator.

In this work, we introduce a novel spin-domain
algorithm for the joint design of RF and gradient wave-
forms for multidimensional pulse design that does not
require explicit descriptions of the initial and final
isochromatic magnetization. The spin-domain represen-
tation forms the basis of the Shinnar-Le Roux (SLR)
algorithm,?® which is an effective approach for design-
ing RF pulses with large flip angles. However, extend-
ing the SLR algorithm to the design of multidimensional
RF pulses is complex and computationally demanding.*
Other techniques using the SLR algorithm®-3? or a
spin-domain representation?*33-3> have been proposed for
designing multidimensional refocusing pulses. However,
these methods used predefined gradients to simplify the
design process, which may lead to suboptimal perfor-
mance, because the gradient waveforms are not optimized
based on the ROL.

A recent study used an auto-differentiable Bloch
equation simulator to design saturation and inversion
pulses.?® Inspired by this approach, we propose using
an auto-differentiable simulator of spin-domain parame-
ters, with explicitly derived Jacobians to reduce the com-
putation time, for designing RF pulses with large flip
angles. Our RF design algorithm accounts for system-
atic imperfections, such as By and B;* inhomogeneities,
and hardware limitations, such as peak RF power, maxi-
mum gradient strength, and maximum gradient slew rate,
by solving a constrained optimization problem. Although
initially developed for designing refocusing pulses, our
algorithm can also be adapted for excitation pulse design.
In this study, our algorithm designed three-dimensional
(3D) excitation and refocusing pulses with a duration of
4.15ms and a maximum B, of 10 pT for a 3D cubic region
with varying sizes. We evaluated the performance of these
multidimensional RF pulses using numerical simulations
and experiments using a phantom and healthy subjects on
a 3T MRI scanner.
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2 | THEORY

2.1 | Spin-domain representation

The rotation of magnetization induced by an RF pulse can
be expressed using the spin-domain parameters a and g as
follows:

M}, (a*)? = p? 2a*p My,
My == @ 20p MG (D)
M7 —a*p* —af  aa*—ppt || M

where My, = M; + iM;; is the initial transverse magnetiza-
tion; My is the initial longitudinal magnetization; and M;ry
and M are the transverse magnetization and longitudinal
magnetization after applying the RF pulse. The parame-
ters « and 8, known as Cayley-Klein parameters,?® spinors,
or SU2 representation, are two complex-valued parameters
defined as follows:

a=cos¢/2—ingsing/2
p = —i(ny +iny) sing/2 2

where n = (ny, ny, ny) T is the rotation axis with unit norm
|| n||= 1, and a and f satisfy the condition |«|? + |§]? = 1.
Here, ¢ is the rotation angle produced by the RF pulse.

2.2 | Spin-domain representation
for refocusing pulses

The rotation of magnetization by 180° in the transverse
plane along the x-axis, caused by a refocusing pulse, can
be expressed as M, = M*. By comparing this expression
with Eq. (1), we obtain

a=0,p=-1. (3)

If this 180° rotation is applied around an axis n =
(cosy,siny,0)T in the transverse plane, the effect of the
rotation can be further expressed as M, = M;y*eiz"’, lead-
ing to @ = 0 and f? = —'?¥ when compared with Eq. (1).

For magnetization outside the refocusing region, the
magnetization after the pulse is given by

M, = (a*)’ My, — f*My*. )

As discussed in Pauly et al.,”® the first term in Eq. (4)
integrates to zero when a pair of crusher gradients sur-
rounds the refocusing pulse, resulting in M;ry = —ﬁzM;y*.
For regions not intended to be refocused, f can be
set to zero. Therefore, the spin-domain representation
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simplifies the design of refocusing pulse by focusing on the
f? pattern of the RF pulse. This approach avoids the need
for explicitly describing the orientation of spin isochro-
mat magnetization vectors, which is required in design
algorithms that directly integrate the Bloch equation.

2.3 | Spin-domain representation
for excitation pulses

For an excitation pulse, the transverse and longitudinal
magnetization after the pulse are given by My, = 2a* M,
and M; = (aa* — pp*)M,, respectively, with initial mag-
netization My, =[00 M,]T. For an excitation pulse with
flip angle # applied along an axis n = (cosy, siny,0)” in
the transverse plane, the resulting transverse and longi-
tudinal magnetization are M, = ising Moe" and M; =
cos @ My. Compared with the results from spin-domain
representations, we obtain

2% p = ie" sin 0,

aa® — fp* = cosb. (5)

From the relationship between « and f, we can derive the
magnitudes of @ and f as follows:

1+ cos®
la| = T,
1—-cos@
I/3I=\/—2 . (6)

These expressions describe how the parameters a and f
relate to the desired flip angle 6 for excitation pulses.

2.4 | RF pulse-design formulation

We express the design of multidimensional RF pulses as an
optimization problem. Let N; denote the number of time
points used to represent a pulse and let m denote the total
number of spins in the design. The complex RF waveform
is represented by b € R>™: for its real and imaginary com-
ponents, and the gradient waveform is represented by g €
R3N:, Given an RF waveform b and gradient waveform g,
we simulate spin-domain rotation parameters at each spa-
tial location. The design problem is generally expressed as
follows:

arg min £ = f(ar(b,g), Br(b,g). ap, p) + Z(b)
bERZXNt,gER3XN’

I1bell; < bmax

lgll < gmax ™
”(Dg)[”oo < Smax

subject to
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where £ is the loss function; ar € C™, g, € C" are
simulated spin-domain parameters at the end of the
RF pulse and gradient (i.e., at time T) for m spins;
ap € C", B, € C™ are the target values; f is a function
representing the error between the simulated and target
values; and % (b) is a regularization term for constraining
the total RF energy. The terms b; = [byea, Dimag.] fg=
[8c-80-82e] - (DE): = [(DE)s (D). (D], rep-
resenting the RF amplitude, gradient amplitude, and
gradient slew rate at time point ¢, are constrained by the
peak RF amplitude (bmax), the maximum gradient strength
(8max), and the maximum slew rate (Spyax), respectively.
The matrix D is the time-difference operator that com-
putes the slew rate from the gradient. The notation || - ||,
is the vector #, norm, which is used for constraints on the
magnitude of the RF waveform, and || - || is the vector
¢« norm, which is used for constraints independently
applied to each channel of the gradients.

Specifically, we formulated the 3D refocusing pulse
design problem with the following cost function:

L=y w|p: g~ p3|+ AlbI 8)
i=1

where fr; and fp; denote the simulated and desired values
for the magnetization at spatial location i; w; is the weight-
ing function at spatial location i; and 4 is the regularization
parameter for constraining the RF energy. The | - | com-
putes the magnitude of the complex number, and the phase
of desired ﬁJZJ’i within the ROI was chosen to be the same.

Similarly, we propose the following cost function for
the 3D excitation pulse design problem:

m . )
L= ;Wi{ az(b,g)fr,i(b,g) — %ei"’ sin 6;
+ (|Bru(b,g)| - |ﬂD,i|)2} + AlblI3 9)

where 0; is the desired flip angle at spatial location i, and y
is the phase of the RF pulse. The term |a;j Pri— %ei‘” sin 61-‘
minimizes the error of the transverse magnetization,
whereas the term |fr(b,g)| — |fp,| focuses on the lon-
gitudinal magnetization, ensuring that the flip angle is
uniquely defined from the spin-domain representations.

3 | METHODS

3.1 | Spin-domain simulation using
explicit Jacobians

We computed the spin-domain rotation parameters using
the hard-pulse approximation that assumes that both b

and g are piece-wise constant functions with uniform
sample spacing At. For simplicity, we ignored T; and
T, relaxation. The evolution of the spin-domain rotation
parameters over At is as follows:

a| | —b;‘ o1

B by a; Br-1
where a, and b; are calculated from Eq. (2) using the
rotation produced by the effective magnetic field Beg;.
A rotation produced by Beg, is around the axis n =
B,

Bl with angle ¢ = —y || Bes, || At. For a spin at loca-
eff.t

tion r, this effective magnetic field is B, (r) = x(¥)b; +
(gt -r+ AB(r))ﬁ, where AB(r) represents the off-resonance
caused by the field inhomogeneity and chemical shift,
and «(r) represents the scale factor that accounts for the
inhomogeneous RF transmit (B; ) field.

The simulation of the spin-domain representation was
implemented in PyTorch. To reduce computation time
and memory use for the optimization, we implemented
the explicit Jacobian operation of the final spin-domain
representation ar and fr with respect to a;, and by,
detailed in Section A of the Supporting Information.
Other partial derivatives, such as 0L /d(a;, by), (a;, by) /08,
and d(ay, b;)/db;, which require less computation, were
obtained directly by PyTorch using auto-differentiation.
The use of auto-differentiation provided flexibility in for-
mulating optimization problems with arbitrary loss func-
tions. We evaluated the effectiveness of our spin-domain
simulation with explicitly derived Jacobian by compar-
ing it in terms of optimization time and memory use to
a simulation that did not use an explicitly derived Jaco-
bian. This comparison was performed on a Linux worksta-
tion equipped with an Intel Xeon w7-2475X CPU and an
NVIDIA RTX A4000 graphics card.

3.2 | Optimization of RF and gradient
waveforms

Optimized RF and gradient waveforms were generated
by minimizing the loss function £ as defined in Egs. (8)
and (9) for refocusing and excitation pulses, starting from
given initial bj,; and g; ;. The design variables b and g
were updated alternately using an alternating minimiza-
tion algorithm, outlined in Algorithm 1, which is based on
Frank Wolfe3¢ and gradient descent, detailed in Section B
of the Supporting Information). Constrained optimization
was used to ensure that the updates to b and g remained
feasible.

In this study, the initial b, and g;,;, were designed
using a multidimensional small-tip-angle excitation
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pulse-design algorithm!® that optimizes the RF waveform
and a continuous excitation k-space trajectory (extended
KT-points trajectory) based on the desired 3D excitation
pattern. These initial waveforms were designed to excite
the ROI with a 30° flip angle while satisfying the hardware
constraints. The same initialization was used for both exci-
tation and refocusing designs. To balance the optimization
effort on the spins in the ROI and the outer volume (OV),
we chose the weight functions to as the ratio of the recip-
rocal of the total number of spins in each region. RF pulses
with various ROI sizes were designed for the phantom and
in vivo experiments. The excitation pulse was designed to
be applied along the y-axis, whereas the refocusing pulse
was designed to be applied along the y-axis. The values of
bmax=14 pT, gmax =50 mT/m, and Sy =120 mT/m/ms
were used as the optimization constraints.

To evaluate the performance of the optimized 3D exci-
tation and refocusing pulses, the root mean squared error
(RMSE) between the simulated and desired target pro-
files was calculated. The performance of optimized 3D
pulses was compared with their initializations and the
small-tip designs!® that were scaled to target flip angles of
90° or 180°.

3.3 | REF pulse design with By and B;*
compensations

To assess the effectiveness of considering By and B;* on
the pulse design and the resulting signal accuracy in the
presence of such imperfections, 3D excitation and refocus-
ing pulses designed with B, and B, * were compared to the
pulses without accounting for By and B, * inhomogeneities
in the simulations. The transverse magnetization in the
spin echo was approximated by multiplying 3D excitation
and refocusing profiles. These pulses were designed for a
ROI with dimensions of 8 X 8 X 6cm?® on a 40 X 40 x 28
voxel grid with a FOV of 30 x 30 x 10 cm3. Various sim-
ulated By and B;* maps were used in these simulations.
RMSE was used to quantify the performance.

3.4 | Effectof RF and gradient
initializations

To investigate the effect of the initialization on the opti-
mization, we examined pulse optimization using differ-
ent initializations for the RF waveforms. For the gra-
dients, extended KT-points'® and SPINS** were used as
initializations. For the RF waveform, 30° small-tip-angle
excitation and random values were used. The same opti-
mization was performed. RMSE was used to quantify the
performance.
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3.5 | Effect of gradient updates during
the optimization

To investigate the effect of gradient updates during the
joint optimization, the 30° small-tip-angle excitations with
extended KT-points and SPINS gradient trajectories were
used as the initialization and optimized by (1) joint opti-
mization of RF and gradient waveforms; and (2) RF-only
optimization with fixed gradients.

3.6 | Effect of cost function on excitation
optimization

For the 90° excitation pulse, the term of |fr,(b, 8)| — | Ap,|
can be ignored for the cost function design. The effect
of the choice of cost function on the excitation pulse
optimization results was explored using an alternate cost
function L as shown in Eq. (10):

m
[:S = ZWi

i=1

. 2
a7 (b.g)pra(b,g) — 2¢¥ sin6;| +AlIbII3 (10)

The effect of the regularization term was excluded by
setting A = 0. The 3D excitation pulses were optimized
with two cost functions using the same weighting function
and the same number of 10 iterations.

3.7 | Comparison with optimization
using Bloch simulator

Our proposed 3D 90° excitation pulse optimization using
the spin-domain simulator was compared with the pulse
optimization of Luo et al.’s method,?® which used a Bloch
simulator?® by designing 3D excitation for the same ROI.
RMSE between the simulated and desired excitation pro-
file was calculated to compare the performance. For the
3D refocusing pulse, to our knowledge, there is no exist-
ing method that designs 3D refocusing pulses with similar
gradient trajectories. We compared the 3D 180° inversion
pulse designed using Luo et al.’s method?® with our opti-
mized 3D refocusing pulse that was designed for the same
ROI. The same initialization, spatial weighting, and sys-
tem constraints were used for all the design experiments.

3.8 | Phantom experiments

All experiments were performed on a 3T scanner (Mag-
netom Vida; Siemens Healthineers, Erlangen, Germany).
The By map was estimated from gradient-echo (GRE)
images with two echo times (TEs) of 2.51 ms and 4.84 ms
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using a regularized estimation method.>” The B;* maps
was acquired using a fast B;* mapping method.>® The
acquisition time for By map was 44 s for 34 slices, using a
matrix size 128 x 128 with an FOV of 300 X 300 X 102 mm?3.
For the B;* map, the acquisition time was 19s using a
matrix size of 64 x 64 with the same FOV and the number
of slices.

A spin-echo sequence with a 3D stack-of-echo-planar
imaging (EPI) readout was implemented using Pulseq.®
The 3D pulses designed with an ROI size of 8 X 8 X 6cm?
using our proposed algorithm were used to replace the
conventional one-dimensional (1D) pulse in the spin-echo
sequence. Because the spin-echo signal profile is affected
by both excitation (90°) and refocusing (180°) pulses, we
hypothesized that combining 3D 90° and 3D 180° pulses
might produce better OV suppression. To investigate the
optimal combination of excitation and refocusing pulses
for ROI signal selection and OV suppression, we acquired
images with the following configurations: (1) SINC excita-
tion and refocusing (1D 90° + 1D 180°), (2) 3D excitation
and SINC refocusing (3D 90° + 1D 180°), (3) SINC excita-
tion and 3D refocusing (1D 90° + 3D 180°), and (4) 3D exci-
tation and 3D refocusing (3D 90° +3D 180°). All images
were acquired with a full FOV of 300 x 300 x 96 mm3 with
a TE of 64 ms and a repetition time of 1s. The EPI read-
outused 75% partial Fourier sampling with an acceleration
factor of 2. The scan time was 32s for a spatial resolu-
tion of 2.34 x 2.34 x 3mm?3. The coil-sensitivity maps
were estimated from a GRE prescan using ESPIRIT.*’ The
undersampled data were then reconstructed using sen-
sitivity encoding,*! using these sensitivity maps. For the
reduced FOV (rFOV) images, the sensitivity maps were
cropped from the full FOV sensitivity maps to match the
targeted imaging region.

3.9 | Invivo experiments
The study was approved by the institutional review board,
and informed written consent was obtained from each par-
ticipant. The sequences and parameters for in vivo experi-
ments are summarized in Table S1. Both brain and prostate
images were acquired with a matrix size of 128 x 128 x 32,
arepetition time of 1s,and a TE of 64 ms. The 3D EPI read-
out had 75% partial Fourier with an undersampling rate of
2. The scan time for the 3D volume was 32 s per repetition.
Brain images were obtained in 2 subjects using a
20-channel head-neck receive coil array. The 3D excita-
tion and refocusing pulses were designed for a ROI size of
6 X 6 X 6¢cm>. By and B;* maps were acquired for each
subject. Images were acquired with a full FOV of 256 x
256 x 96 mm? (spatial resolution 2 X 2 X 3mm?3) and a
reduced FOV of 128 x 128 x 96 mm?> (spatial resolution

1 x 1 x 3 mm?), using either 1D pulses or the proposed 3D
pulses, respectively. Additionally, reference images were
acquired using two-dimensional (2D) turbo spin echo
(TSE) with a TE of 61 ms and a spatial resolution of 1 x 1
x 3mm?.

Two subjects underwent prostate imaging using an
18-channel body array and a 32-channel spinal array. The
3D pulses for a ROI of 9 x 9 x 6 cm?® were optimized using
By and B;* maps measured in the pelvic region. Images
were acquired with a full FOV of 384 x 384 x 96 mm?>
(spatial resolution 3 x 3 x 3mm?) and a reduced FOV of
128 x 128 x 96 mm? (spatial resolution 1 X 1 X 3mm?).
Prostate images were acquired with two averages, resulting
in a total scan time of 64 s to cover the entire 3D volume.
An additional reference image was acquired using 2D TSE
with a TE of 62 ms and a spatial resolution of 1 X 1 X 3 mm?.

4 | RESULTS

41 | Spin-domain simulation using
explicit Jacobians

Figure 1 compares computation time and memory use for
calculating the derivative using our proposed explicit Jaco-
bian formulation versus standard auto-differentiation. For
simulating a RF pulse with 3000 time points and 10000
spins, both approaches used about 3.8 GB of GPU memory.
However, the auto-differentiation method without explic-
itly derived Jacobian required about 21.3 times longer
computation time than our explicit Jacobian implementa-
tion. Although both simulators produced identical deriva-
tives, the explicit Jacobian formulation demonstrates
significant time efficiency, with performance advantage
expected to scale further with increased number of spins
or time points.

4.2 | RF pulse design with By and B;*
compensations

Our designed 3D excitation and refocusing pulses have the
same durations of 4.15 ms. In the current experiment, opti-
mizing each RF pulse took approximately 7 min with 10
iterations, with each iteration consisting of five updates to
RF and five updates to gradient waveform. Figure S1 illus-
trates the design target and the weighting function for the
phantom, as well as measured By and B;* maps of the
phantom.

Figure 2 demonstrated the benefits of accounting for
By inhomogeneity in RF pulse design. When B, inhomo-
geneities are incorporated, excitation and refocusing accu-
racy remain preserved across varying B, field conditions

85U8017 SUOWWIOD aAIIe.D 3(qedljdde ayy Aq pausenob afe sejole YO ‘8sn JO Sa|Nn 10} ARIq1T8ULUO AB]IAA UO (SUOIPUOD-PUe-SWLBILI0D" A8 |1 ARe.q1|Bu UO//:SdnL) SUORIPUOD pue sue 1 8y} 88S *[5202/80/82] Uo ARiqiTauliuo A|(Im ‘Aridi ueBIuoIN JO A1sieAlun Aq 20908 WIL/ZOOT OT/I0P/W00" A8 | 1M Afe.d 1 |puluo//Sdny Woij pepeojumoq 'S ‘SZ0Z ‘¥65222ST



. . o o 1969
Magnetic Resonance in MedlcmeJ—

YANG ET AL.
(A) Time cost (B) Monitored GPU usage
for calculating derivatives for calculating derivatives
o
(O]
<
(]
£
|_
]- Default auto-differentiation in PyTorch [ Our simulator with explicit Jacobian|
FIGURE 1 Compute time and memory use for derivative calculations comparing our implemented spin-domain simulator with

explicitly derived Jacobians versus default auto-differentiation. Performance was evaluated while scaling the number of spins or time points

in the simulation. Both approaches used for designing identical RF pulses and loss functions with derivatives were calculated once.

(Figure 2B). In contrast, designs neglecting By exhibit sig-
nificant degradation in accuracy. Furthermore, the combi-
nation of 3D excitation and refocusing pulses achieved the
lowest RMSE in OV.

Figure 3 illustrates the benefit of incorporating B;*
inhomogeneity into RF pulse design. By including B;*
transmit maps, consistent RF accuracy is achieved across
varying B;* fields, whereas designs without B;* compen-
sation exhibit degradation in accuracy. Like the results
with By compensation, the combination of 3D excitation
and refocusing pulses achieved the lowest RMSE in OV
suppression.

Simulations with inhomogeneous By and B;* fields
show that RF pulses designed with these inhomogeneities
accounted for better performance than those designed
without them. With the ROI weighted more heavily than
the OV, By and B;* compensation consistently reduced
RMSE within the ROT across all experiments. The results
also suggest that 3D refocusing pulses may outperform 3D
excitation pulses in suppressing OV signals, whereas the
combined use of both 3D excitation and refocusing pulses
achieved the lowest RMSE values overall.

The performance of optimized 3D excitation and
refocusing pulses, compared with scaled small-tip-angle
designs, is shown in Figures S2-S5. These RF pulses were
designed with measured By and B;* maps of the phan-
tom (Figure S1). For excitation, the optimized 3D pulse
(Figure S2) achieves a lower peak RF amplitude than the
scaled 90° pulse. Its simulated profile (Figure S3) also
yields a smaller RMSE within the ROI (0.03 vs. 0.10).
Similarly, the optimized 3D refocusing pulse (Figure S4)

demonstrates a reduced peak RF compared with the
scaled 180° pulse, with its corresponding simulated profile
(Figure S5) showing a smaller RMSE (0.06 vs. 0.24).
Figures S6 and S7 evaluate the trade-offs between pulse
performance and computational efficiency. Figure S6 illus-
trates the convergence behavior of the cost function and
RMSE during optimization. Figure S7 shows that reduc-
ing the optimization time from 7 min to 3 min results in
negligible RMSE differences (< 0.02) in simulated pulse
performance. These findings suggest that iterations can
be reduced in practice, either by adopting shorter opti-
mization thresholds or redefining convergence criteria, to
reduce computation without sacrificing performance.

4.3 | Effect of RF and gradient
initializations

Figure S8 shows the initialization of RF and gradient
waveforms within gradients based on extend KT-points.
Figure S9 shows the corresponding initializations using
SPINS for gradients. The RF waveforms were initial-
ized with either a 30° 3D excitation or random values.
Figure S10 compares the convergence behavior of the cost
function and RMSE within the ROI during the optimiza-
tion. Figure S11 evaluates the performance of different
initial pulses before and after optimization. Although dif-
ferent initial RF waveforms resulted in nearly identical
final performance (RMSE difference < 0.01), the choice of
initial gradient waveforms had a more substantial influ-
ence on the optimized outcome.
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FIGURE 2 Impact of B, field inhomogeneity on radiofrequency (RF) pulse accuracy. (A) Three different By, maps acquired via manual
shim adjustments (center slice shown for each). (B) Simulated results for excitation, refocusing pulses and the combination of excitation, and
refocusing pulses designed with By field compensation. (C) Simulated results for RF pulses designed without B, compensation. Root mean
square error (RMSE) between simulations and target profiles was calculated over the region of interest (ROI) and outer volume (OV).
Bo-compesated designs yielded lower RMSE, with combined excitation-refocusing pulses further improving OV suppression.
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FIGURE 3 ImpactofB;* inhomogeneity on radiofrequency (RF) pulse accuracy. (A) Three simulated B;* maps (center slice shown for
each). (B) Simulated slice profile for excitation, refocusing pulses, and the combination of three-dimensional excitation and refocusing pulses
designed with B;* compensation. (C) Simulated profile for pulses designed without B;* compensation. Root mean square error (RMSE)
between simulated and target profiles was calculated over the region of interest (ROI) and outer volume (OV). B;* compensated designs
achieved lower RMSE, with the combined application of excitation and refocusing pulses further enhancing OV suppression.
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4.4 | Effect of gradient updates during
the optimization

Figures S12-S14 compare the performance of joint RF
and gradient optimization against RF-only optimization
(with fixed gradients). For gradients initialized using
extended KT-points, both optimizations achieved compa-
rable final performance, with RMSE values of 0.057 and
0.061 (Figure S13). However, for gradients initialized using
SPINS, RF-only optimization showed limited improve-
ment (Figure S12) and resulted in a higher RMSE (0.32)
compared with joint optimization (RMSE 0.14). This result
illustrates the need of joint RF and gradient optimization
when the initial gradient waveforms are not well-designed
for the target RF pulse. Figure S14 further illustrates that
joint optimization was able to adjust gradient waveforms
to improve the performance.

4.5 | Effect of cost function on excitation
optimization

Figure S15 compares the optimized RF waveforms gen-
erated using two different cost functions for the 3D exci-
tation pulse, and Figure S16 compares their convergence
behaviors. Both cost functions £ (Eq. 9) and £ (Eq. 10)
decreased with similar speed. However, L, without the f
magnitude term, yielded a RMSE of 0.06 within the ROI
and 0.12 in the OV. In contrast, £, with the # magnitude
term, achieved a lower RMSE within ROI (0.02) but a
slightly higher RMSE in OV (0.14). These results demon-
strate that the inclusion of the # magnitude term improved
RF performance within the ROI.

4.6 | Comparison with optimization
using Bloch simulator

Figures S17-S20 compare spin-domain optimization and
auto-differentiable Bloch simulations®® for designing 3D
excitation and refocusing pulses. Figure S17 shows the
excitation profiles corresponding to the RF and gradi-
ent waveforms shown in Figure S18. Although the Bloch
simulation-based method achieved lower RMSE across
the entire object (0.08 vs. 0.12 for spin domain), the pro-
posed spin-domain optimization exhibited a lower RMSE
within the ROI (0.11 vs. 0.12 for Bloch).

For the 3D refocusing pulses, Figure S19 shows the
refocusing profiles corresponding to the RF and gradient
waveforms in Figure S20. The refocusing pulse designed
using spin-domain optimization had an RMSE of 0.07 for
the magnitude of #2, whereas the Bloch simulation-based
inversion pulse achieved a lower RMSE of 0.03.

However, the spin domain-optimized refocusing pulse
showed reduced phase variation within the ROI
(Figure S19), which is important for ensuring that the refo-
cusing pulse uniformly inverts the phase of spins across
the ROI without introducing spurious phase offsets.

4.7 | Phantom experiments

Figure 4 presents the designed 3D excitation and refocus-
ing pulses along with the spin-echo 3D EPI sequence used
in this study. The sequence includes a fat-saturation mod-
ule to suppress fat signals and a three-line navigator to
correct for phase discrepancies between odd and even lines
in EPI data.

Figure 5 compares the signal profiles acquired with
different combinations of excitation and refocusing
pulses. Receiver field heterogeneity was corrected via
a GRE-based prescan normalization. Phantom results
closely matched simulations, validating the performance
of our optimized 3D pulse designs. Notably, the combi-
nation of 3D 90° and 3D 180° pulses achieved the most
effective OV signal suppression compared with the other
configurations.

Figure 6 further compares the 1D profiles of the mea-
sured signal intensity along different directions of the
object. The combination of 3D 90° and 3D 180° exhib-
ited the lowest OV signal. This outcome demonstrates that
using two 3D pulses can achieve higher spatial selectivity,
effectively minimizing signal contributions from outside
the ROL.

4.8 | Invivo experiments
Figure 7 shows By and B;* maps, images acquired with
3D EPI sequence with various configurations, alongside
T,-weighted 2D TSE images of a healthy subject’s brain.
The rFOV acquisition achieved higher spatial resolution
(1 x 1 x 3mm?) compared with full FOV images (2 X 2 X
3 mm?3) while maintaining identical scan time (32 s).
Figure 8 shows By and B; " maps, images acquired with
3D EPI sequence with various configurations, alongside
T,-weighted 2D TSE images of the prostate of a healthy
subject. The rFOV images (acquired using 3D 90° + 3D
180° pulses) achieved 1 x 1 x 3 mm? spatial resolution,
3-fold higher in-plane than the full FOV (3 x 3 X 3 mm?),
while maintaining the same scan time (64 s) and exhibit-
ing reduced geometric distortion as validated by alignment
with reference 2D TSE images. Discrepancies in full FOV
zoomed views (e.g., anatomical misregistration, marked
by red arrows/bars) underscore the advantage of the
rFOV approach in balancing resolution and geometrical
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Optimized three-dimensional (3D) excitation and refocusing radiofrequency (RF) pulses and pulse sequence diagram. (A)

RF and gradient waveforms of the optimized 3D 90° excitation pulse. (B) RF and gradient waveforms of the optimized 3D 180° refocusing

pulse. (C) The 3D echo-planar imaging (EPI) sequence diagram incorporating 3D excitation and refocusing pulses. The sequence includes a

fat-saturation module at the beginning and a three-line navigator after the excitation to correct the phase of odd and even lines in EPI data.

distortion for prostate imaging. Results in both Figures 7
and 8 demonstrate the potential of the rFOV approach
to improve the spatial resolution without compromising
acquisition efficiency.

Figure 9 quantifies OV suppression across pulse con-
figurations using relative OV signal intensity, defined as
follows:

relative outer volume signal

__ average outer volume signal intensity
B average ROI signal intensity '

The 3D 90° +3D 180° pulse combination with By and
B;* compensations achieved the most effective OV sig-
nal suppression, with the relative OV signal values of 0.02
in the brain and 0.06 in the prostate. However, improve-
ments from By and B;t compensations was modest, likely
due to the short pulse duration that is less sensitive
to off-resonance, and limited B;* variation within the
small ROI

5 | DISCUSSION

In this study, we developed a novel algorithm for design-
ing multidimensional RF pulses using the spin-domain

representation, which jointly optimizes RF and gradient
waveforms. This approach accounts for By and B;* inho-
mogeneities as well as system hardware limitations, such
as peak RF power, maximum gradient strength, and maxi-
mum gradient slew rate, by solving a constrained optimiza-
tion problem. The spin-domain representation simplifies
the cost function of the refocusing pulse design problem.
Therefore, our algorithm does not require explicit knowl-
edge of the initial or target magnetization of individual
spin isochromats. To reduce computation time, we imple-
mented auto-differentiation with explicitly derived Jaco-
bians. The auto-differentiable simulation function also
incorporates By and B;* field inhomogeneities, simplify-
ing their integration into the optimization. Although this
study was primarily motivated by designing 3D refocusing
pulses for spin echo-based sequences, we also demon-
strated the potential of using our method to design other
RF pulses, such as 3D excitation pulses.

Our algorithm works with arbitrary excitation k-space
trajectories and is not limited to, for example, spirals
or EPI, as often done in previous works. This feature
enables the design of 3D pulses to have shorter pulse dura-
tion compared with pulses using spiral or EPI. The short
pulse duration (4.15ms) provides flexibility in replacing
the conventional 1D pulses with these 3D pulses in our
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FIGURE 5
(A) By map. (B) B;* map of the phantom. (C-E) Simulated slice profiles (slice positions: —36, —18, 0, 18, and 36 mm) for three-dimensional

Simulated and experimental spin-echo signal profiles for various combinations of selective excitation and refocusing pulses.

(3D) excitation, 3D refocusing, and their combined application. (F-I) Phantom images acquired using one-dimensional (1D)/3D

excitation/refocusing pulse combinations. The acquired 3D images closely match simulated results, validating the radiofrequency pulse

design. RO, region of interest.
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FIGURE 6 Comparison of spin-echo signal profiles across spatial axes (X, y, and z) in the phantom. The combined application of

three-dimensional (3D) excitation and refocusing pulses improved the outer-volume signals suppression in all three dimensions compared

with other pulse configurations. 1D, one-dimensional; ROI, region of interest.

current pulse sequence implementation. In this study,
we inserted 3D excitation and refocusing pulses into a
spin-echo sequence with a 3D stack-of-EPI acquisition to
evaluate the performance of our design algorithm. We
demonstrated improved spatial selectivity by using two 3D
pulses together, compared with a combination of one 1D
and one 3D pulse. When comparing the spatial selectiv-
ity among different pulse configurations, our results show
that the 3D refocusing pulses have better performance

than the 3D excitation pulses, possibly due to the pres-
ence of crusher gradients with the refocusing pulses and
the choices of the cost functions. The #? term in the cost
function for the refocusing pulses effectively models the
refocusing performance with crushers, whereas the cost
function chosen for excitation may have been suboptimal.
For excitation pulse, an alternate cost function without g
magnitude term for the 90° excitation pulse optimization
was explored. We noticed that the cost function decreased
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In vivo brain imaging results (3 representative slices out of 32 shown per subfigure). (A) B, off-resonance map. (B) B;* map.

(C-F) Full field of view (FOV) (300 x 300 x 96 mm?) three-dimensional (3D) spin-echo images acquired using a stack-of-echo planar imaging
using one-dimensional (1D) 90° + 1D 180° (C), 3D 90° + 1D 180° (D), 1D 90° + 3D 180° (E), and 3D 90° + 3D 180° (F) pulse configurations.
The 3D 90° + 1D 180° combination produced higher outer-volume (OV) signal than the others (red arrow). (G) Reduced FOV (rFOV) (128 X
128 x 96 mm?) images acquired using 3D 90° + 3D 180°. (I) Zoomed reference two-dimensional turbo spin-echo (TSE) images (128 x 128 X
96 mm?). The region of interest (ROI) (6 X 6 x 6 cm?) is indicated by the green box, and rFOV is indicated by the yellow box. The slightly
larger rFOV accommodates a transition region between ROI and OV during optimization. The rFOV acquisition (G) achieved 1 x 1 x 3 mm?
resolution compared with the full FOV (C) (2 x 2 x 3 mm?) with identical scan time (32 s), demonstrating effectiveness of rFOV imaging in

improving acquisition efficiency.

with similar speed for two different cost functions. How-
ever, it gave different excitation pulse solutions, leading to
different ROI and OV performance. In the future study, it
would be beneficial to explore other design formulations
for the excitation design, such as magnitude least squares
design.®?

Our study has several limitations. The spin-domain
representation does not incorporate relaxation effects.
However, given that the pulse durations in our exper-
iments are shorter than typical tissue-relaxation times,
their effect could be small. When designing RF pulses with

longer durations, it would be helpful to verify the results
using Bloch simulations that account for relaxation effects.

Although our proposed optimization included By and
B;* compensation, the improvements in in vivo experi-
ments were small. This may stem from the short pulse
duration, which inherently reduces sensitivity to By inho-
mogeneity, and the small flip-angle excitation in the OV
that limits the effect of B;* inhomogeneity. As a result, the
effectiveness of By and B;* compensation was primarily
validated in simulation experiments. Additionally, our cur-
rent work did not include B; * phase information; however,
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In vivo prostate imaging results (3 representative slices out of 32 shown). (A) B, off-resonance map. (B) B;* map. (C-F) Full

field of view (FOV) (384 x 384 x 96 mm?) three-dimensional (3D) spin-echo prostate images (3 x 3 x 3 mm? resolution) acquired a
stack-of-echo-planar imaging sequence using one-dimensional (1D) 90° + 1D 180° (C), 3D 90° + 1D 180° (D), 1D 90° + 3D 180° (E), and 3D
90° + 3D 180° (F) configurations. (G) Reduced FOV (rFOV) (128 x 128 x 96 mm?) 3D spin-echo images (1 x 1 x 3 mm? resolution) acquired
with 3D 90° + 3D 180°. (H) Zoomed reference 2D turbo spin-echo (TSE) images. The region of interest (ROI; green box) and rFOV (yellow
box) are annotated. The rFOV images (G) exhibit reduced geometric distortion compared with full-FOV zoomed views, as illustrated by
alignment with TSE reference images (discrepancies marked by red arrows and bars).

if the phase of B;* is provided, our algorithm can easily
include it into the spin-domain simulation function.

We observed slightly differences in image contrast
between our rFOV images and conventional 2D TSE
images, despite using similar TEs. Three factors may con-
tribute to this discrepancy in contrast: First, the extended
spin-echo train in TSE and the gradient echo training in
3D EPI for rFOV images may introduce slightly different
T, and T,* weightings. Second, differences in RF pulses
(e.g., amplitude, duration, number of pulses) between two
sequences could lead to different magnetization transfer
effects,* altering tissue contrast. Third, stronger crusher
gradients in the rFOV sequence, compared with full FOV
TSE, likely increase diffusion sensitivity, further modify-
ing image contrast. Although the impact of 3D pulse on

image contrast was not the focus of this study, these effects
should be systematically investigated in future work.

Our current algorithm likely finds a local minimizer
of the nonconvex design problem that depends on the
RF and gradient initialization. The search for globally
optimal (or at least more globally optimal) solutions is
an open problem in multidimensional RF pulse design
in general. One possible idea is to adopt strategies such
as grid search® with different resolutions, although the
large number of variables (5x N; for RF and gradient
waveform) in our design problem could bring computa-
tion challenges. Another possible idea is to use inexact
updates*® to escape the local minimizers. The likelihood
of falling into a local minimum seems particularly high
for the gradient waveforms, because each gradient update

85U8017 SUOWWIOD aAIIe.D 3(qedljdde ayy Aq pausenob afe sejole YO ‘8sn JO Sa|Nn 10} ARIq1T8ULUO AB]IAA UO (SUOIPUOD-PUe-SWLBILI0D" A8 |1 ARe.q1|Bu UO//:SdnL) SUORIPUOD pue sue 1 8y} 88S *[5202/80/82] Uo ARiqiTauliuo A|(Im ‘Aridi ueBIuoIN JO A1sieAlun Aq 20908 WIL/ZOOT OT/I0P/W00" A8 | 1M Afe.d 1 |puluo//Sdny Woij pepeojumoq 'S ‘SZ0Z ‘¥65222ST



YANG ET AL.

(A) (B) Online optimized pulses with B0, B1*

1D 90° + 1D 180° 3D 90° +1D 180° 1D 90° + 3D 180°

M i

OV signal

Relative OV signal intensity | 0.0380 0.0249 0.0245

(D) (E) Online optimized pulses with B0, B1*
1D 90° + 3D 180°

1D 90° + 1D 180°

3D 90° + 1D 180°

W a .
01 2
(et <
0.05
OV signal

0

0.0896

Relative OV signal intensity | 0.0677 0.0579

FIGURE 9

3D 90° + 3D 180°

1
0.8
06 . .
5 : 1 :

o “ " k]
02
o

]
L

3D 90° + 3D 180°

. . .o o 1977
Magnetic Resonance in MedlcmeJ—

(C) Offline optimized pulses without B0, B1*
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(F) Offline optimized pulses without B0, B1*
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Outer-volume (OV) signal-suppression performance across various radiofrequency (RF) pulse configurations. (A) Brain

image using one-dimensional (1D) 90° + 1D 180° with annotated region of interest (ROI) and OV. (B) Brain images with optimized RF pulses

with By and B;* compensations. (C) Brain images with RF pulses designed without By or B;* compensation. (D) Prostate image using 1D

90° + 1D 180° with annotated ROI and OV. (E) Prostate images using optimized RF pulses with B, and B;* compensations. (F) Prostate

images with RF pulses designed without By or B;* compensation. Relative OV signal intensity is listed to quantify the OV suppression across

these pulse configurations.

is limited to small changes, as we use constrained opti-
mization to ensure that the solution is feasible with respect
to MRI scanner hardware specifications. The initializa-
tion of RF waveform has a negligible effect on the results
compared with the gradients, as shown by exploring differ-
ent initializations of RF waveform. The limited updates to
gradient waveforms during the optimization suggest that
predefining good initial gradients and fixing them during
the optimization is practical, reducing computation time.
For the pulse design initialized with SPINS trajectory, joint
RF and gradient optimization improved performance, as
the SPINS-initialized gradients were suboptimal for the
target pulse. To further improve the algorithm’s perfor-
mance, future studies could explore different initialization
methods to seek globally optimal solutions. Additionally,
incorporating constraints such as the symmetry in the exci-
tation k-space,*’ by initializing symmetric trajectories and
updating only half the gradient variables, could mitigate
off-resonance effects for the refocusing pulse.

We compared our algorithm with the method that used
an auto-differentiable Bloch simulator,?® as, to our knowl-
edge, no existing method designs 3D selective refocusing

pulses with similar gradient trajectories. For the 3D exci-
tation pulse, our proposed method achieved results com-
parable to the Bloch simulator. However, they do not lead
to the same solution due to differences in cost functions
and the optimization methods, which might lead to differ-
ent local solutions of the nonconvex problem. For the 3D
refocusing pulse, our algorithm produced a uniform phase
profile within the ROI, which is important for spin-echo
formation. In contrast, the 180° inversion pulse designed
using the auto-differentiable Bloch simulator?® exhibited
greater phase variation. These results demonstrated the
effectiveness of the cost function using spin-domain rep-
resentation for designing multidimensional refocusing
pulse, particularly in achieving phase coherence within
the ROL.

Our method is similar to optimal control (OC) pulse
designs®*** when considering the spin-domain repre-
sentation as the system state to be controlled. How-
ever, instead of updating the control variables, such as
RF and gradient waveforms in optimal control theory,
we used the auto-differentiation framework to directly
calculate derivatives of input variables with respect to
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arbitrary loss functions. Although we explicitly derived
Jacobian operations for the spin-domain simulation
function, we treated it as an “encapsuled” function
within the auto-differentiation framework. Future work
could integrate OC approaches for minimum-time or
minimum-energy solutions for the 3D pulse design.

In this work, as a proof of the concept, the number
of optimization iterations was empirically chosen to limit
the computation time to 16-20 min for two RF pulses—a
duration still impractical for most in vivo experiments.
In our experiments, the cost function decreased rapidly
within the first 3min (Figure S7), suggesting that early
stopping, by monitoring pulse performance during the
iterations, could shorten optimization time without com-
promising results. Additional strategies, such as fixed
gradients (as discussed earlier) and alternative optimiza-
tion methods (e.g., sequential quadratic programming*
or acceleration with momentum*), could further speed
up the optimization. Using larger time steps for simu-
lating RF and gradient waveforms can also accelerate
the optimization, although this may lead to less accu-
rate designs. Future work could extend this algorithm
to design universal pulses*’>->2 that are robust to
By and B;* inhomogeneities, eliminating the need for
subject-specific By and B;* measurements. This approach
would enable offline pulse optimization, saving total
scan time.

6 | CONCLUSIONS

This paper presents a novel algorithm for designing mul-
tidimensional RF pulses using the spin-domain repre-
sentation. By leveraging auto-differentiation with explicit
Jacobian calculations, the algorithm accelerates derivative
computation for cost function optimization, enabling effi-
cient design of both 3D refocusing and excitation pulses.
We demonstrated its application to reduced FOV imag-
ing using numerical simulations and phantom and in vivo
experiments.
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SUPPORTING INFORMATION
Additional supporting information may be found in the
online version of the article at the publisher’s website.

Figure S1. (A) By map of phantom. (B) B;* map of phan-
tom. (C) Target region of interest (ROI) over which the
radiofrequency (RF) pulse was designed to excite or refo-
cus the magnetization. A transition was considered. The
width of the transition band (“don’t care” region) was
equal to 20% of the ROI width. (D) Spatial weighting func-
tion used in the optimization.

Figure S2. (A,B) Magnitude and phase of radiofre-
quency (RF) waveforms of the small-tip angle pulse of
30°, scaled small-tip angle pulse for 90°, and optimized
three-dimensional (3D) 90° excitation pulse. (C) Initial
gradient waveform that is also the gradient waveform for
the small-tip-angle pulses. (D) Optimized gradient wave-
form the 3D 90° excitation. (E) Excitation k-space of the
initial gradients and optimized gradients. The optimized
3D excitation pulse has smaller peak RF than scaling the
small-tip-angle pulse to 90°.

Figure S3. (A) Simulated | M, | of the small-tip-angle 30°
pulse. (B) Simulated | M, | of the small-tip-angle pulse
that was scaled to 90°. (C) Simulated | M, | of the opti-
mized 3D excitation pulse.

Figure S4. (A,B) Magnitude and phase of radiofre-
quency (RF) waveforms of the small-tip angle pulse of
30°, scaled small-tip-angle pulse for 180°, and optimized
three-dimensional (3D) refocusing pulse. (C) Initial gra-
dient waveform that is also the gradient waveform for
the small-tip-angle pulses. (D) Optimized gradient wave-
form the 3D refocusing. (E) Excitation k-space of the ini-
tial gradients and optimized gradients. The optimized 3D
refocusing pulse has smaller-peak RF than scaling the
small-tip-angle pulse to 180°.

Figure S5. (A) Simulated refocusing profile of the
small-tip-angle 30° pulse. (B) Simulated refocusing profile

of the small-tip-angle pulse that was scaled to 180°.
(C) Simulated refocusing profile of the optimized
three-dimensional (3D) refocusing pulse.

Figure S6. (A) Cost and root mean square error (RMSE)
during the three-dimensional (3D) excitation optimization
with gradient waveforms initialized by extend KT-points.
(B) Cost and RMSE during the 3D refocusing optimiza-
tion with gradient waveforms initialized by extended
KT-points.

Figure S7. (A) Simulated excitation profiles at the cen-
ter slice and root mean square error (RMSE) after differ-
ent optimization time. (B) Simulated refocusing profiles
at the center slice and RMSE after different optimization
time.

Figure S8. Pulse initializations using extended KT-points
trajectory. (A) Initial gradient using extended KT-points
method. (B) Excitation k-space of the gradient waveform.
(C,D) Magnitude and phase of radiofrequency (RF) wave-
forms that are randomly initialized and designed with 30°
small-tip angle for target region of interest (ROI).

Figure S9. Pulse initializations using spiral nonselective
(SPINS) trajectory. (A) Initial gradient using SPINS. (B)
Excitation k-space of the gradient waveform. (C,D) Magni-
tude and phase of radiofrequency (RF) waveforms that are
randomly initialized and designed with 30° small-tip angle
for target region of interest (ROI).

Figure S10. Optimization of three-dimensional (3D) refo-
cusing using different initializations. (A) Cost function.
(B) Root mean square error (RMSE) evaluated in region of
interest (ROI). (C) RMSE evaluated in outer volume (OV).
Figure S11. Simulated refocusing profiles in |p?| that
were optimized from different initializations: (1) extended
KT-points trajectory and 30° small-tip-angle radiofre-
quency (RF) waveform; (2) extended KT-points trajectory
and randomly initialized RF waveform; (3) spiral nonse-
lective (SPINS) trajectory and 30° small-tip-angle RF wave-
form; and (4) SPINS trajectory and randomly initialized RF
waveform.

Figure S12. Optimization of three-dimensional (3D) refo-
cusing using extended KT-points trajectory and spiral non-
selective (SPINS) trajectory with two optimization strate-
gies: (1) optimizing both radiofrequency (RF) and gradient
waveforms; and (2) only optimizing RF waveform. (A) Cost
function. (B) Root mean square error (RMSE) evaluated
in region of interest (ROI). (c) RMSE evaluated in outer
volume (OV). The initial RF waveform is designed for 30°
small-tip excitation.

Figure S13. Simulated refocusing profiles |4*| of pulse
optimized using two different strategies: (1) optimizing
both radiofrequency (RF) and gradient waveforms; and (2)
only optimizing RF waveform.

Figure S14. Optimized waveforms of three-dimensional
(3D) refocusing pulse with spiral nonselective (SPINS)
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trajectory as the initialization. (A) Three-dimensional
(3D) refocusing pulse obtained by optimizing both
radiofrequency (RF) and gradient waveforms. (B)
Three-dimensional (3D) refocusing pulse obtained by
optimizing only RF waveform. (C) Excitation k-space
trajectory for gradients.

Figure S15. Optimized radiofrequency (RF) waveforms
using different cost functions for the excitation pulse
design.

Figure S16. The optimization using different cost func-
tions for the excitation pulse design problem.

Figure S17. Simulated M,, profiles of three-dimensional
(3D)90° excitation pulses optimized using Bloch simulator
and spin-domain simulator.

Figure S18. Optimized three-dimensional (3D) 90° exci-
tation pulses using spin-domain simulator and Bloch
simulator.

Figure S19. Simulated refocusing profile (%) of 180°
inversion pulse (optimized using Bloch simulator) and

180° refocusing pulse (optimized using spin-domain sim-
ulator). A pair of red arrows compares the phase of f?
within the region of interest (ROI). The phase of optimized
refocusing pulse is more uniform.

Figure S20. The 180° refocusing pulse optimized using
spin-domain simulator and the 180° inversion pulse opti-
mized using Bloch simulator.

Table S1. Sequences and parameters for in vivo experi-
ments. All the experiments acquired images of 32 slices
with slice thickness =3 mm.
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Supporting Information

A. Explicit Jacobian of the spin domain representation

In our implementation, the real and imaginary parts of a; and f3; were treated as four real numbers
(ile., aj = @jre +iajim, and B = B, +ifjm ) Where j denotes j-th time step during the

simulation. A spin-domain rotation update step

a] a; —b aj_ 1
ﬁ] [ ][ﬂ] 1

can then be written as the following equivalent expression:

Ajre dj_1re
a;; lai_q;
J,im _ (]b) j—1,im ’ (81)

ﬁj,re a ﬁj—l,re

ﬁj,im IBj—l,im

where
UGre ~@jim —Dbjre —bjim
0 _|%im  %Gre  Diim  —Dbjre -

Jre Jim ],re j,im

bj,im bj,re —Qjim Qjre

This matrix Rc(l"b) is also the Jacobian matrix for calculating derivatives:

a((Zj,re;aj,im'ﬁj,rerﬁj,im) — R(]) (83)

0 (“j—1,re'a’j—1,im'ﬁj—1,re~8j—1,im)

Similarly, the matrix

aj—l,re _aj—l,im _ﬁj—l,re _ﬁj—l,im
R(] 1) _ — aj—l,im aj—l,re _lgj—l,im IBj—l,re (84)
ap Bj—l,re Bj—l,im aj—l,re _aj—l,im

ﬁj—l,im _ﬂj—l,re aj—l,im aj—l,re
gives the Jacobian matrix for

a(a’jrea“mﬁjreﬁjlm) U-1)
9(ajreajimbjrebjim) B R ap (85)

For convenience let d(a;, B;)/ 8(aj-1,Bj-1) denote the Jacobian in Eq. S3 and let d(a;, B;)/

6(aj_1,bj_1) denote the Jacobian in Eq. S5. Using these relationships, the Jacobian matrix for the



final state ay, Br with respect to a;, b; for all time points t can be iteratively computed by applying
the chain rule. Other Jacobians such as d£/ d(ar, Br), d(as, by)/ 0g:, and d(a;, b;)/ db, which
require much less computation are obtained by the auto-differentiation framework in PyTorch. We

use this scheme to obtain the partial derivatives V, £ and V£ for a given pulse and loss function.
B. Algorithms for Optimizing RF and Gradient Waveforms

Algorithm 1 describes the pseudo-code for RF and gradient waveform optimization.

Algorithm 1 Alternating minimization of b and g

Require: Input b, g, number of iterations K
fork=1,2,..,Kdo
Fix g, update b using Frank-Wolfe algorithm
Fix b, update g using modified gradient descent
End for
Returnband g

To update b, we used the Frank-Wolfe algorithm to constrain b to be below the maximum RF

amplitude. The update of b for every time point t is given by

(vboldﬁ)t
”(VboldL)t 2 (86)
d; = v — (bgia)s,
(bnew)t = (bold)t +ud, O<u<i,

Vi = —bmax -

’

where the step size u is found by backtracking line search.

To update g, we used a modified gradient descent approach by constraining the step size to

ensure the update remained feasible. Considering the update

8new = 8old — nvgoldL' (87)
the slew rate of g0\ iS given by

Dgnew = Dgola — NDV L (88)

8old™*

We first found the maximum step size 1.« that satisfies the maximum gradient amplitude and

the maximum slew rate constraints for every time point t by solving



” (gold)t - nmax(vgoldL)t ”oo < Imax,

S
||(Dgold)t ~ Nmax(DVg, L), ”oo <s... (S9)

Then the final step size n was found using backtracking line search to ensure the descent
condition is satisfied.

C. RF Pulse Optimization

(a) B, map (Hz) (b) B} map
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Figure S1. (a) Bo map of phantom. (b) B+* map of phantom. (c) Target ROI over which the RF

-50

w

0.6

-100 0.4

pulse was designed to excite or refocus the magnetization. A transition was considered. The width
of the transition band (“don’t care” region) was equal to 20% of the ROI width. (d) Spatial weighting
function used in the optimization.



RF magnitude
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(a) RF waveform magnitude
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Figure S2. (a)(b) Magnitude and phase of RF waveforms of the small-tip angle pulse of 30°, scaled
small-tip angle pulse for 90°, and optimized 3D 90° excitation pulse. (c) Initial gradient waveform
which is also the gradient waveform for the small-tip angle pulses. (d) Optimized gradient
waveform the 3D 90° excitation. (e) Excitation k-space of the initial gradients and optimized
gradients. The optimized 3D excitation pulse has smaller peak RF than scaling the small-tip angle

pulse to 90°.



(a) Simulated |Mxy| of 30° small-tip angle pulse (initialization)
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(b) Simulated |Mxy| of small-tip angle scaled to 90°
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Figure S3. (a) Simulated |M,,, | of the small-tip angle 30° pulse. (b) Simulated |M,,, | of the small-

tip angle pulse that was scaled to 90°. (c) Simulated |M,,, | of the optimized 3D excitation pulse.



(a) RF waveform magnitude
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Figure S4. (a)(b) Magnitude and phase of RF waveforms of the small-tip angle pulse of 30°, scaled
small-tip angle pulse for 180° and optimized 3D refocusing pulse. (c) Initial gradient waveform
which is also the gradient waveform for the small-tip angle pulses. (d) Optimized gradient
waveform the 3D refocusing. (e) Excitation k-space of the initial gradients and optimized gradients.
The optimized 3D refocusing pulse has smaller peak RF than scaling the small-tip angle pulse to
180°.



(a) Simulated | 32| of 30° small-tip angle pulse (initialization)
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Figure S5. (a) Simulated refocusing profile of the small-tip angle 30° pulse. (b) Simulated
refocusing profile of the small-tip angle pulse that was scaled to 180°. (c) Simulated refocusing

profile of the optimized 3D refocusing pulse.



(a) Cost function and RMSE in 3D excitation optimization
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(b) Cost function and RMSE in 3D refocusing optimization
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Figure S6. (a) Cost and RMSE during the 3D excitation optimization with gradient waveforms
initialized by extend KT-points. (b) Cost and RMSE during the 3D refocusing optimization with

gradient waveforms initialized by extended KT-points.



(a) Simulated slice profile after different optimization time (3D excitation)
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(b) Simulated slice profile after different optimization time (3D refocusing)
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Figure S7. (a) Simulated excitation profiles at the center slice and RMSE after different
optimization time. (b) Simulated refocusing profiles at the center slice and RMSE after different

optimization time.



D. Effect of RF and Gradient Initializations
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Figure S8. Pulse initializations using extended KT-points trajectory. (a) Initial gradient using
extended KT-points method. (b) Excitation k-space of the gradient waveform. (c)(d) Magnitude
and phase of RF waveforms that are randomly initialized and designed with 30° small-tip angle

for target ROI.
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(a) Gradient waveform (SPINS) (b) Excitation k-space
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Figure S9. Pulse initializations using SPINS trajectory. (a) Initial gradient using SPINS. (b)
Excitation k-space of the gradient waveform. (c)(d) Magnitude and phase of RF waveforms that

are randomly initialized and designed with 30° small-tip angle for target ROI.
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(a) cost function vs time (b) RMSE vs time (ROI) (c) RMSE vs time (OV)
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Figure S10. Optimization of 3D refocusing using different initializations. (a) Cost function. (b)
RMSE evaluated in ROI. (c) RMSE evaluated in OV.
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Figure S11. Simulated refocusing profiles in |3?| that were optimized from different initializations:
1) extended KT-points trajectory and 30° small-tip angle RF waveform; 2) extended KT-points
trajectory and randomly initialized RF waveform; 3) SPINS trajectory and 30° small-tip angle RF

waveform; 4) SPINS trajectory and randomly initialized RF waveform.
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E. Effect of Gradient Updates During the Optimization

(a) cost function vs time

(b) RMSE vs time (ROI)

(c) RMSE vs time (OV)
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Figure S12. Optimization of 3D refocusing using extended KT-points trajectory and SPINS
trajectory with two optimization strategies: 1) optimizing both RF and gradient waveforms; 2) only

optimizing RF waveform. (a) Cost function. (b) RMSE evaluated in ROI. (c) RMSE evaluated in

OV. The initial RF waveform is designed for 30° small-tip excitation.

Extended KT-points + 30° small-tip RF

0.10
0.08
Initial 0.06
refocusing
|B2| 0.04
0.02
0.9637; 0.0006 0.00
| optimize RF+G
1.0
0.8
Optimized
. 0.6
refocusing
182 0.4
0.2
— 0.0573; 0.0513 0.0

RMSE of ROI, OV

-1

Optimize RF only

SPINS trajectory + 30° small-tip RF

0.9986; 0.0009

| optimize RF+G

0.10
0.08
0.06
0.04

0.02

11

Optimize RF only

0.00

Figure S13. Simulated refocusing profiles |5?| of pulse optimized using two different strategies:

1) optimizing both RF and gradient waveforms; 2) only optimizing RF waveform.
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(a) optimized refocusing (b) optimized refocusing
with RF and gradient optimization with only RF optimization (c) Excitation k-space
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Figure S14. Optimized waveforms of 3D refocusing pulse with SPINS trajectory as the
initialization. (a) 3D refocusing pulse obtained by optimizing both RF and gradient waveforms. (b)
3D refocusing pulse obtained by optimizing only RF waveform. (c) Excitation k-space trajectory

for gradients.
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F. Effect of Cost Functions on Excitation Optimization

(a) RF waveform magnitude
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Figure S15. Optimized RF waveforms using different cost functions for the excitation pulse design.

(a) cost function vs time (b) RMSE vs time (ROI)

(c) RMSE vs time (OV)
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Figure S16. The optimization using different cost functions for the excitation pulse design problem.
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G. Comparison with Other Design Methods

(a) 90° pulse optimized using Bloch simulator (b) 90° pulse optimized using spin-domain simulator

RMSE over object = 0.0813; ROl RMSE=0.1211; ) RMSE over object = 0.1177; ROl RMSE=0.1053;

Figure $17. Simulated M, profiles of 3D 90° excitation pulses optimized using Bloch simulator

and spin-domain simulator.
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Figure S18. Optimized 3D 90° excitation pulses using spin-domain simulator and Bloch
simulator.
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(a) |B?] of 180° inversion pulse (b) |B?| of refocusing pulse
(optimized using Bloch simulator) (optimized using spin-domain simulator)

|83 RMSE=0.0267

(c) 2B? of 180° inversion pulse (d) 2B2 of refocusing pulse
(optimized using Bloch simulator) (optimized using spin-domain simulator)

Figure S19. Simulated refocusing profile (82) of 180° inversion pulse (optimized using Bloch
simulator) and 180° refocusing pulse (optimized using spin-domain simulator). A pair of red
arrows compares the phase of g2 within the ROI. The phase of optimized refocusing pulse is
more uniform.
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(d) Gradients for pulse optimized using spin-domain simulator
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Figure S20. 180° refocusing pulse optimized using spin-domain simulator and 180° inversion
pulse optimized using Bloch simulator.
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In vivo experimen

H. Table of experiment sequence parameters for

Table S1. Sequences and parameters for in vivo experiments. All the experiments acquired

images of 32 slices with slice thickness = 3mm.
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