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Cramér–Rao Bound Evaluations of Compton Imager
Designs for Proton Beam Range Verification
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Abstract—Compton imaging is an attractive tool for range
verification and dose estimation in proton therapy. To investi-
gate the application of CdZnTe-based cameras for this task, we
apply the uniform Cramér–Rao bound (UCRB) to dual-plane-
based designs with various interplane spacings and evaluate their
bias-variance tradeoff. The investigation focuses on the 718-keV
and 4.4-MeV prompt gammas emitted from proton interactions
with 12C, and focuses on a detector geometry having two planes
of 3 × 3 CdZnTe crystals with a volume of 2 × 2 × 1.5 cm3.
When considering only interplane events, the improvement in
minimum variance plateaus at 8 cm. However, when considering
both intraplane and interplane events with an efficiency factor,
the optimum spacing is calculated to be around 4 cm as larger
spacings degrade the performance with poorer efficiency and a
lower interplane to intraplane fraction. In addition, the study uses
the modified UCRB based on a simulated distribution of prompt
gamma rays expected from proton irradiation. The results show
that the optimum spacing may be between 2 and 4 cm, depending
on the specific bias-gradient norm.

Index Terms—Beam range verification, bias-variance tradeoff,
compton imager design, compton imaging, Cramér–Rao lower
bound (CRLB), proton therapy.

I. INTRODUCTION

HADRON therapies, or specifically proton therapy, are
increasing in popularity with a rising number of avail-

able clinics worldwide to treat cancer [1]. Its attractiveness
relies on the physical proton-matter interactions that result in
the dose’s maximum that is constrained to a localized region,
also known as the Bragg peak [2], [3]. Therefore, therapies
can be designed to deliver very conformal beams with the
potential of delivering a high dose to a targeted area while
minimizing unwanted dose to healthy tissue [4].

Manuscript received May 29, 2021; revised August 13, 2021 and
September 12, 2021; accepted September 18, 2021. Date of publication
September 28, 2021; date of current version July 5, 2022. This work was
supported by the Department of Energy NA-22 office and the Consortium
for Monitoring, Technology, and Verification under Award DE-NA0003920.
(Corresponding author: Daniel Shy.)

This work did not involve human subjects or animals in its research.
Daniel Shy and Zhong He are with the Department of Nuclear Engineering

and Radiological Sciences, University of Michigan at Ann Arbor, Ann Arbor,
MI 48109 USA (e-mail: danielshy@danielshy.com).

Jeffrey A. Fessler is with the Department of Electrical Engineering and
Computer Science, University of Michigan at Ann Arbor, Ann Arbor,
MI 48109 USA.

Jerimy C. Polf is with the Department of Radiation Oncology, Maryland
Proton Treatment Center, University of Maryland School of Medicine,
Baltimore, MD 21201 USA.

Color versions of one or more figures in this article are available at
https://doi.org/10.1109/TRPMS.2021.3116118.

Digital Object Identifier 10.1109/TRPMS.2021.3116118

A challenge remains to verify the beam range and quantify
the deposited dose during treatment [5], [6]. Several in-vivo
methods are currently under investigation or clinically prac-
ticed, including positron emission tomography [7] and prompt
gamma rays for spectroscopic [8], timing [9], prompt gamma
peak integration [10], or imaging [11]–[14]-based techniques.

Compton imaging is an alternative to slit-based cameras
as it eliminates the collimation system giving it the potential
for superior detection efficiency [15]. Several prototypes have
been developed using either scintillators, semiconductor-based
detectors, or a combination of the two [12], [16]–[18].

This work investigates the design of CdZnTe-based
Compton imagers for the application of proton beam range
verification. Specifically, we report a bias-variance study that
characterizes the distance between arrays of CdZnTe detec-
tors (interplane distance). One of the more common methods
of imager design is to grade its performance against a phan-
tom and some known source distribution. For example, Monte
Carlo simulation can quantify the possible image resolution
performance of the system [19], [20]. Such simulations can
also quantify the effects of detector size and spacing on the
efficiency of the system [21], [22]. Furthermore, various exper-
iments can optimize the design by studying the image response
of the system when altering it [23].

Our approach uses the uniform Cramér–Rao bound (UCRB)
as a tool for imager design and optimization [24]. The method’s
advantage is that it evaluates the systems independently of
the estimator’s characteristics. Studies that compare different
systems based on their image response with unoptimized esti-
mators may result in invalid conclusions [25]. The UCRB has
been previously applied in Compton cameras [26] and com-
pared against mechanically collimated systems [25], [27]. The
unbiased Cramér–Rao bound was proposed for detector design
in proton range estimation with spatial, spectral, and temporal
criteria [28]. This work analyzes the Compton camera design
for the application in beam range verification using the uniform
and modified Cramér–Rao bound.

We consider an 18 crystal system with each crystal having
the dimension of 2 × 2 × 1.5 cm3. The crystals are arranged
into two planes of 3 × 3 individual crystals. Fig. 1 presents a
diagram of the simulated system with the interplane distance
labeled. The analysis focuses on two gamma-ray energies:
1) the 718-keV and 2) 4.4-MeV photons from the inelastic
interactions of the proton on 12C [29]. The analysis covers
both the response to a point source with both energies and
a 4.4-MeV prompt gamma-ray distribution from a simulated
proton beam.
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Fig. 1. Diagram of the 18 crystal system arranged in two arrays of 3 × 3
crystals. For both the front and rear plane, the normal of the cathode is pointed
toward the y-direction. Also depicted is a Compton cone/ring, colored in red
and purple, respectively. The green squiggly line represents the gamma ray’s
trajectory that is emitted from a source (yellow star). Depicted is a gamma
ray that has scattered in a location marked by an “S” red dot and absorbed in
the “A” red dot. The interplane distance is labeled and describes the distance
between the anode of the front plane and the cathode of the rear plane.

The remainder of this article is organized as follows.
Section II provides a mathematical introduction to the Cramér–
Rao lower bound (CRLB) analysis. It then expands on to
the UCRB followed by the modified UCRB (M-UCRB).
Section III outlines the simulation methods applied in the
system’s modeling. Section IV provides some conventional
analysis along with the UCRB of the system using only
interplane events. Section V expands on the previous sec-
tion by including detection efficiency criteria by appropriately
modeling intraplane and interplane event ratios and weighting
them by the intrinsic detection efficiency. Section VI presents
results from the M-UCRB study. Appendices A and B provide
extra characteristics of the simulated events.

II. CLASSICAL AND BIASED CRAMÉR–RAO

LOWER BOUND

The classical CRLB expresses the minimum achievable
variance of an unbiased estimator [30], [31]. Let θ =
[θ1, . . . , θj, . . . , θJ] express the J-pixel parameterization of
the unknown source intensity that is being measured with θ̂

signifying its estimate.1

The lower bound of the variance (σ 2
j ) of an unbiased

estimator θ̂j of the jth parameter θj has the form

σ 2
(
θ̂j

)
≥ eT

j F−1ej (1)

where [ ]T is a transpose operation and F signifies2 the fisher
information matrix (FIM) further discussed in Section II-A.
The unit vector ej is a J-element zero vector with a one in the
jth element.

1Underlined variables indicate vectors.
2Boldfont variables indicate matrices.

(a) (b)

Fig. 2. (a) Simple backprojection response of a 718 keV point source for
a 12-cm interplane spaced system. (b) Observed FIM. The image space con-
sisted of a 30×30 cm2 square using 41×41 pixels with J = 1681. The J ×J
FIM in (b) is challenging to interpret visually because 2-D image space is
mapped to 1-D indices along each axis.

A. Fisher Information Matrix

The FIM has the form

F = E
{[∇θ ln p

(
Y|θ))][∇θ ln p

(
Y|θ))]T

}
(2)

where Y denotes an observed random variable and p(Y|θ) rep-
resents the system matrix as described in [32]. The conditional
probability represents the probability of observing Y given an
event is generated in image bin j. The FIM is, therefore, a
matrix of size J × J. It represents a measure of the information
the observed Y has about the unknown θ . When small changes
in θ lead to large changes in the measurement distribution, the
Fisher information is larger.

An alternative to (2) is the observed FIM [33], [34] with
Monte Carlo integration. Its elements are given by

Fobs
jk = �

N

N∑
i=1

p(Yi|j)p(Yi|k)(∑J
q=1 p(Yi|q)θq

)2
(3)

where N is the number of random observations with observa-
tion index i and � is detection efficiency.

Although other [35] forms of the FIM exist that do not
include the �/N factor in front, we include it as a means for
simplifying the modeling of detection efficiency. Should the
factor not be included, the efficiency can be taken into account
by N, given that the different observations utilize a source
with consistent activity and measurement time characteristics.
However, due to the computational expense associated with
the simulation and construction of the FIM matrix, we used
the same number of observations N across all simulations. To
scale the FIM with different efficiencies, we normalized it by
dividing by N and scale it with the detection efficiency �.
Using a large number of observations increases the model
accuracy.

Fig. 2(a) shows a simple backprojection image of a simu-
lated point source that is used to compute the observed FIM.
Fig. 2(b) shows an example of the FIM.

B. Uniform Cramér–Rao Bound

A limitation of the classical CRLB analysis is that unbiased
estimation is often not practical [25]. Regularization is gener-
ally applied to reduce noise and variance but reduces spatial
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(a) (b) (c)

Fig. 3. Mean-gradient (∇θ m) images of a point source located at the center
with different bias norms. This illustrates the effect of bias on ∇θ m and
the square root variance (σ ). (a) δ = 0.1, σ = 8.5. (b) δ = 0.5, σ = 2.6.
(c) δ = 0.95, σ = 0.002.

resolution (increases bias). Using the UCRB, the limiting vari-
ance of an estimator becomes a function of the bias-gradient
length [24]. The UCRB, therefore, separates the variance-
bias (or sigma-delta) plane into achievable and unachievable
regions.

The biased CRLB [36] for the jth element of θ is defined as

σ 2
(
θ̂j

)
≥ ∇θ mTF−1∇θ m (4)

where ∇θm = ∂m(θ̂j)/∂θ = ∂E[θ̂j]/∂θ is the mean gradient,
i.e., the gradient of the estimator’s mean response function
(E[θ̂j]). Under certain conditions, it can be seen as the point
spread function (PSF) and represents the sensitivity of the
reconstructed pixel to perturbations in the true parameter. The
bias (b), or the difference between the expectation and the true
parameter, is defined as

b
(
θ̂j

)
= E

[
θ̂j

]
− θj. (5)

The J-element bias-gradient vector associated with the jth
image pixel is therefore

∇θ b
(
θ̂j

)
=

[
∂b

(
θ̂j

)
/∂θ1, . . . , ∂b

(
θ̂j

)
/∂θJ

]T

= ∇θ m − ej. (6)

The bias-gradient norm or length of the bias gradient is

δ = ∥∥∇bθ

∥∥ = ∇b
(
θ̂j

)T
I∇b

(
θ̂j

)
(7)

where I is an identity matrix since this work was projected
in Euclidean space. Equation (7) also presents a definition of
the Euclidean norm. As outlined in [24], under a bias-gradient
norm constraint, the limiting variance for a given bias-gradient
length is

VarUCRB
j

(
θ̂j, δ

)
= σ 2

(
θ̂j, λ

)

≥ eT
j [I + λF]−1F[I + λF]−1ej (8)

with bias-norm

δ =
∥∥∥[I + λF]−1ej

∥∥∥. (9)

In (8) and (9), λ represents a Lagrange multiplier as they were
derived from a Lagrangian. The σ − δ curve can be traced by
sweeping through different values of λ.

Fig. 3 plots several mean gradients [∇θm in (6)] for different
bias-gradient lengths, showing the effects of increased bias
(smoothing) and the decrease in variance.

C. Modified Uniform Cramér–Rao Bound

There have been some counter-intuitive results originating
from the UCRB analysis as different PSFs can have identi-
cal bias-gradient norms, but with different resolutions [37].
To overcome this issue, the modified-UCRB (M-UCRB) [38]
was developed to study bias-variance tradeoffs by using a res-
olution constraint. Rather than imposing a constraint on the
bias gradient, as done in the UCRB, the M-UCRB solves for
the minimum variance for a given distance between the mean
gradient and a target/desired mean gradient (f )

∥∥∇θ m − f
∥∥ ≤ δ. (10)

The optimum (opt) mean gradient that minimizes the achiev-
able variance under the constraint is given by

∇θ mopt = F[F + λI]−1f (11)

with

δ =
∥∥∥[I + λF]−1f

∥∥∥. (12)

The minimum achievable variance is then calculated by insert-
ing (11) into (4)

VarM−UCRB
j

(
θ̂j, δ

)
= σ 2

(
θ̂j, λ

)

≥ f T[F + λI]−1F[F + λI]−1f . (13)

The M-UCRB, therefore, allows one to quantify vari-
ance based on a maximum allowed distance between the
mean gradient and the desired mean gradient. Its use has
presented reasonable predictions in comparing different imager
designs [39]. It also presents an opportunity to apply the mini-
mum variance tool in scenarios with more exotic sources rather
than a point source. Section VI uses the true distribution (θ)

as the desired target function (f ) and models it after a prompt
gamma-ray distribution from a certain proton beam. Note that
when f = ej, the mean-gradient constraint (10) turns into
the original UCRB bias-gradient constraint, and (13) reduces
to (8). Although not utilized in this study, a vectorized ver-
sion of the M-UCRB is available in [40], which considered
multiple pixels.

III. SIMULATION METHODS

A. CdZnTe Gamma-Ray Imager

This study considers a two plane design with a 3×3 array of
crystals in each plane, similar to a previous detector prototype
known as Polaris II [41]. The spacing between each crystal
is 2.25-cm center-to-center from the neighboring crystal. The
crystal’s face is 2 × 2 cm2 with a thickness of 1.5 cm. The
cathode is a planar electrode, while the anode has an 11 × 11
pixelated array and a pixel pitch of 1.72 mm. This configu-
ration allows for the 3-D reconstruction of each gamma-ray
interaction. Fig. 1 sketches the system labeling the front and
rear plane whose cathodes both face the −→y -direction. It also
depicts a gamma ray emitted from a source that Compton scat-
tered in the front plane and then absorbed in the rear plane. We
will refer to it as an “interplane” event, while an “intraplane”
event will only interact in a single plane.
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Fig. 4. Simulated gamma-ray spectra of prompt gamma rays emitted from
a 100-MeV proton beam incident on HDPE.

Fig. 5. Simulated distribution sample of origin locations of 4.4-MeV prompt
gamma rays from a 100-MeV proton beam incident on HDPE in the −x
direction.

We use Geant 4.10.04.p02 [42] to model the response of
the CdZnTe imager using the “emstandard” physics construc-
tor. Details regarding the validity simulation, when compared
to experiment, are available in [43]. The simulation models
the system’s configuration of the anode pixels, but gamma-ray
pair-production events and timing of gamma-ray interaction
were not. Therefore, the response lacks chance-coincidence
events but will concatenate multiple interactions for each inci-
dent gamma ray if they occur under a single anode pixel into
a single event and gives their center of mass as the depth of
interaction. In addition, the simulation models the triggering
of multiple pixels should the resulting electron traverse across
adjacent pixels. The subpixel position estimation capability of
the detector was not taken into consideration [44].

B. Simulation of the Gamma-Ray Source

We consider only two gamma-ray source geometries: 1) an
isotropic point source and 2) the prompt gammas expected
from proton irradiation. All isotropic point source simulations
model the source 30 cm away from the front plane’s cathode in
its isocenter (−→y ) using either 718-keV or 4.4-MeV gammas.
Even though the energies of the “4.4” peak are 4.438-MeV
gamma produced from the 12C(p, p′γ4.438)

12C reaction and
4.444 MeV from the 12C(p, 2pγ4.444)

11B∗ reaction [29], we
assume a single monoenergetic 4.4-MeV source for simplicity.

The physics lists and beam simulation setup utilized to
develop the prompt gamma-ray distribution produced from
the proton beam are available in [45]. This study shoots
a 100-MeV proton beam into a high-density polyethylene
(HDPE) target in the −→x direction. Fig. 4 plots the spectra
emitted in that process. We then inject the origin distribution of
the prompt gammas into the CdZnTe simulation package. The
simulation of the prompt gammas and the Compton camera
was applied at different times to reduce computational costs.
Therefore, the modeling of the Compton camera’s performance
did not include the target phantom. Fig. 5 depicts a sample of

(a) (b)

Fig. 6. True recorded scatter angle distribution for (a) 718-keV and
(b) 4.4-MeV source for two-interaction interplane events only.

the 4.4-MeV prompt gamma-ray origins with its perigee 30 cm
away from the front plane’s cathode surface.

C. Imaging and Processing of Simulation

Different interplane spacings were simulated that ranged
from 0 to 20 cm in steps of 2 cm. The UMImaging image
reconstruction package [46] was used to create the system
response vectors. To do so, it projected Compton events com-
prised of only 2, 3, 4, and 5 pixel events on a 30 × 30 cm2

Cartesian image space with a 41 × 41 pixel grid. Each system
response vector, p(Yi|j) from (3), accounted for the Klein-
Nishina cross section of each scatter, attenuation probabilities,
and photoelectric cross section for the absorbed interaction.
In addition, the position resolution was modeled as described
in [47] and [48].The interactions within a single event cannot
be sequenced temporally as the timing resolution of CdZnTe
is poor relative to the time interval between interactions.
Therefore, the system response considers all sequence per-
mutations. Side-neighboring events, or events in which two
adjacent pixels were triggered, were ignored.

IV. BIAS-VARIANCE TRADE-OFF ANALYSIS OF ONLY

INTERPLANE EVENTS

This section presents results from the CRLB analysis from a
point source and considers the two energies. The σ − δ curves
present the results and outline the minimum achievable vari-
ance response for a given bias length. Each σ is calculated
as the square root of the variance, σ = √

Var. Naturally, we
desire a smaller variance for the given bias-norm. This sec-
tion does not consider detector efficiency and therefore, uses
a � = 1 when constructing the FIM. Throughout this work,
the chosen pixel for which ej = 1 is such that the jth pixel is
in the center of the image space, (X, Z) = (0, 0).

A. Traditional Analysis of Interplanar Events

Fig. 6 plots the distribution of the true recorded scatter
angles for two-pixel events from: 1) 718-keV or 2) 4.4-MeV
gamma rays, which were fully absorbed in the detector. As
expected, the distribution is bimodal with smaller scatter
angles signifying a scatter off the front plane and absorption
in the rear, while larger angle scatters signify a scatter off the
rear plane and absorption in the front. It shows that increasing
the interplane spacing polarizes the distribution to either the 0◦
or 180◦ extremes. However, when comparing the distribution
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Fig. 7. Sigma-delta curves for different detector spacings and their response
to the 718-keV point source using only interplanar events. The upper right
section of the graph presents an achievable region, while the lower left would
be an unachievable one.

Fig. 8. Sigma-interplane spacing response for different biases for a 718-keV
point source.

between the two energies, back scatters are favored for the
4.4-MeV distribution, while forward scatters are favored for
the 718-keV distribution when only considering fully absorbed
events. Appendix A provides a similar analysis for three-or-
more interaction events as the distribution significantly differs
from two-interaction events.

B. UCRB Analysis of Interplanar Events

Fig. 7 plots the σ − δ, or the square root of the estimator’s
variance of θ̂j versus the bias-gradient norm, curves for the dif-
ferent systems when using a 718-keV point source placed in
the center of the image space. As these are difficult to interpret
and therefore not informative, the σ − δ response is only ana-
lyzed for three bias-gradient lengths (δ = 0.1, 0.5, 0.8). Fig. 8
plots the σ -interplane spacing curves and shows the responses
plateauing at around 12 cm for all biases indicating that larger
spacings result in minimal returns in imaging performance.

Fig. 9 plots the σ -interplane spacing response for a 4.4-MeV
point source. Like its 718-keV counterpart, it also plateaus, but
at a smaller interplane distance of 6 cm. This demonstrates the
different responses of the imager to the different energies.

V. UCRB ANALYSIS WITH DETECTION EFFICIENCY

The analysis in Section IV only used interplane events
and did not include any detection efficiency criteria. As the
interplane spacing increases, the system will experience a

Fig. 9. Sigma-interplane spacing response for different biases for a 4.4-MeV
point source. The scale was trimmed to 0 ≤ σ ≤ 3.

Fig. 10. Fraction of interplane events to total events for simulated responses
to 718-keV and 4.4-MeV point sources.

loss in detection efficiency, especially with interplane events.
Therefore, a new FIM was constructed that uses all events,
intraplane and interplane. Next, we account for the intrinsic
detection efficiency of the system by using the weighting factor
� as an efficiency criterion that scales the FIM. Therefore, this
section will present a more practical analysis as proton therapy
and other applications may be count-rate-limited scenarios.

A. Intraplane and Interplane Events Analysis

A new FIM was constructed with a simulation that models
both intraplane and interplane events. Naturally, as the inter-
plane spacing increases, single-plane events will dominate the
event distribution. Fig. 10 demonstrates this effect by plot-
ting the fraction between interplane and all events, showing a
near inverse-squared relationship with the interplane distance.
That behavior also indicates that in a count-rate-limited appli-
cation, strictly using interplane events may not be practical.
Appendix B provides an analysis of the recorded scatter angle
for intraplane and interplane events.

Fig. 11 plots the new σ values for different interplane
spacing designs for certain biases. In this representation,
the σ values were normalized by the standard deviation
of the designs with zero interplane spacings for the given
bias: σ(interplane spacing, δ)/σ (0, δ). This normalization
was applied to highlight the general trend rather than present
specific values. Note that � in this section is still 1. Comparing
Fig. 11 with Fig. 9, which does not include intraplane events,
a noticeable change in trend is observed. Rather than plateau-
ing, the performance degrades for larger interplane spacing.
That was expected as the interplane efficiency between the
two planes becomes negligible for very large spacings. The
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Fig. 11. Sigma-delta curves for different detector spacing and their response
to the 4.4-MeV point source for both interplane and intraplane events. The
trend shows a minimum of around 4 cm. The σ values were normalized by
the standard deviation of the designs with zero interplane spacings (σ0).

Fig. 12. Detection efficiency normalized to the 0 cm plane separation case.
It was calculated from a point source located 30 cm away from the face of
the detector along the ŷ axis.

Fig. 13. Sigma-delta curves for different detector spacings and their response
to the 4.4-MeV point source when considering both intraplane and interplane
events with efficiency scaling. The σ values were normalized by the standard
deviation of the designs with zero interplane spacings (σ0).

minimum at 4 cm indicates the optimized detector design for
the given criteria.

B. Accounting for Intrinsic Efficiency

In addition to the change of intraplane and interplane effi-
ciencies, the overall intrinsic efficiency also changes with
interplane spacing. Fig. 12 plots the detection efficiency nor-
malized to the zero detector spacing case. The efficiency is
then factored into the FIM with � in (3).

Fig. 13 plots the new σ s with the added efficiency criteria
and again normalized to the σ of the zero spaced detectors.
When comparing the plot with Fig. 11, the normalized stan-
dard deviation increases relative to the values that did not
consider efficiency. That was expected as the poorer efficiency
for the larger spaced detectors results in increased variance.

Fig. 14. Sigma-delta curves for different detector spacings and their response
to the 718-keV point source when considering both intraplane and interplane
events with efficiency scaling. The σ values were normalized by the standard
deviation of the designs with zero interplane spacings (σ0).

Fig. 15. Target function f projected onto the image space.

(a) (b) (c)

Fig. 16. Mean-gradient (∇θ mopt) images with different bias-gradient norms
to illustrate the effect of increased bias on it as used in the modified UCRB.
The plots present different bias-gradient norms of (a) δ = 0.1, (b) δ = 0.15,
and (c) δ = 0.25.

The figure also indicates that the optimized detector spacing
for imaging a 4.4-MeV point source located 30 cm away from
the detector is about 4 cm when using intraplane and inter-
plane events with efficiency considerations. Fig. 14 plots the
718-keV counterpart with a similar trend.

VI. MODIFIED UNIFORM CRAMÉR–RAO BOUND RESULTS

As discussed in Section II, the M-UCRB uses a mean-
gradient constraint rather than a bias-gradient constraint to
calculate the lower variance. That also allows for the analysis
of detector designs and their response to a prompt gamma-ray
distribution from proton irradiation. Fig. 15 plots the target
function, f from (13). Fig. 16 gives an idea of the mean
gradient with different bias-gradient norms.

Next, using M-UCRB, we analyze different interplane spac-
ings by varying the mean gradient with the Lagrange multiplier
which results in Fig. 17. The analysis includes both intraplane
and interplane events and considers the change of detection
efficiency as done in Section V-B. Unlike the UCRB, which
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Fig. 17. Sigma-delta curves for different detector spacings using the
M-UCRB analysis. The plot shows the minimum variance response to a target
function modeled after the prompt gamma-ray distribution one would expect
from proton irradiation on HDPE. The vertical axis represents σ values that
were normalized by the standard deviation of the designs with zero interplane
spacings (σ0).

has a bias-gradient norm ranging from 0 to 1, the σ s quickly
reduce to near zero at δ > 0.3. Therefore, the plot only consid-
ers bias-gradient norms of δ = 0.05, 0.15, 0.25. Once again,
the σ values are normalized to the 0 cm interplane spacing to
highlight the general trend. Unlike the previous tradeoff plots,
the ideal design for the given δ is different for the low and
high bias cases. The low bias cases have a low concavity near
the minimum, which is at 4 cm. On the other hand, the high
bias cases have a more defined minimum of around 2 cm.

VII. DISCUSSION

This work shows the effects of interplane spacing design
and the effects of different event selections on the achiev-
able minimum variance. When considering only interplane
events, without any detection efficiencies, the performance
plateaus after a certain distance. However, the performance of
larger spacing degrades when considering both intraplane and
interplane events with detection efficiency. Moreover, these
considerations indicate an optimized spacing of around 4 cm
for the studied geometries.

The M-UCRB analysis also gives similar results. However,
the optimized spacing differs when considering different bias-
gradient norms. The results suggest an interplane spacing of
around 4 cm in lower biases but closer to 2 cm at higher
biases. To choose the appropriate spacing, one must consider
the desired resolution and match that with the predicted mean-
gradient response (∇θmopt) (the PSF).

A. UCRB Analysis Limitations

The optimization of the interplane spacing is valid only for
the considered scenarios. A different number of crystals and
sizes could alter the results. Also, varying the image space
might change the response. The analysis also does not account
for artifacts that occur outside the image field of view. These
artifacts could be from missequenced rings or contamination
from other detector effects, such as chance coincidence or
pair production [49]. However, the limited field of view is
acceptable in the range verification application as the prompt
gammas of interest originate from a specific region. Finally,
this analysis is limited to 2-D source distribution estimation.
The study should be expanded to three dimensions as the end
goal is 3-D dose estimation.

B. Modeling Deficits

There are several effects not considered when modeling
the detector response. First, the simulation did not model
chance coincidence events and did not include pair-production
physics. Although they can affect the results, modern tech-
niques are being developed that can discriminate against
them [50] and [51]. The simulation also does not model energy
threshold or other detector effects, such as charge leakage,
efficiency losses due to the guard ring, and poor anode side
reconstruction. Such effects reduce the detector’s efficiency
and we, therefore, underestimate the system’s variance [43].

Next, the simulation of the point and prompt gamma source
does not consider any environmental effects, such as room
return or the patient’s anatomy. Such effects add background
and noise to the image. In addition, no secondary particles or
gamma rays from neutron productions are considered [52].

Finally, the system response model was based on
Wilderman et al. [32]. Any model mismatch will bias the
results.

VIII. CONCLUSION AND FUTURE WORK

We presented a method to optimize a Compton imager’s
performance with the UCRB and its modified variation for
imaging prompt gamma rays from proton irradiation. It is per-
haps more informative than simple analytical models, as shown
in [53], as they may not present the intrinsic image resolution.

This work studied the bias-variance response of an 18 crys-
tal system arranged into two 3 × 3 arrays and investigated the
response for different interplane separations using the 718-keV
and 4.4-MeV prompt gammas. The optimization of the inter-
plane distance is of great interest because of its effects on
the recorded distance between the first and second interaction.
As outlined in [54], the contribution of the interaction’s posi-
tional uncertainty to the image resolution is related to that
distance. The interplane spacing also alters the distribution of
recorded scatter angles and affects the image resolution as
shown in [55].

Using only interplanar events, the critical point for the
variance-plane separation curve for both energies occurs at
different distances. The critical point, or where the deriva-
tive is near zero, occurs at 10 cm for the 718-keV case as
opposed to 8 cm for 4.4-MeV. When considering all event
types, the performance of imagers with larger interplanar spac-
ing severely degrades. Moreover, Figs. 13 and 14 present a
clear minimum of around 4 cm. The performance of larger
spacings further deteriorates when considering the detection
efficiency.

Finally, the M-UCRB was utilized to investigate how a more
realistic source might affect the design. Unlike the UCRB
results, the optimized interplane spacing was different for low
and high bias-norm cases. For low bias, the optimized design is
around 4 cm while the high bias cases have a defined minimum
at around 2 cm.

This study was limited to the current available CdZnTe
detector technology. However, new systems are currently under
investigation that use larger CdZnTe crystals [56] or tech-
niques that allow for more flexible detector geometries. More
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(a) (b)

Fig. 18. Recorded scatter angle distribution for 3-or-more interactions from
(a) 718-keV and (b) 4.4-MeV source. Note that only interplane events were
utilized.

(a) (b)

Fig. 19. Recorded scatter angle distribution for (a) 718-keV and (b) 4.4-MeV
source for two-interaction using intraplane and interplane events.

modular systems can allow for more complex designs and
should expand the design criteria accordingly.

Beam range verification can also be accomplished via spec-
troscopic or aperture-based imagers and should be compared
to Compton imaging using this technique. Such an analysis
would be useful as it would inform on the best techniques
for the application. Since range verification can use multiple
observables, such as energy spectra, timing, and even acous-
tical signatures [57], those signals should be factored into the
FIM.

APPENDIX A
SCATTER DISTRIBUTION FOR 3-OR-MORE PIXEL EVENTS

Fig. 18 plots the distribution of scatter angles recorded
for interplane events that triggered 3-or-more pixels. Unlike
the two pixel events, which have a bimodal distribution,
the plot appears to be skewed right. Comparing Fig. 18(a)
and (b), the hint of the backscatter peak vanishes. This
is because backscattered gamma rays asymptotically reach
E0/(1 + 2E0/m0c2) ≈ 256 keV when the incident energies
are large (E0 � m0c2/2) [3]. It is around 250 keV where the
photoelectric absorption and the Compton scattering cross sec-
tions intersect for CdZnTe. Therefore, events that backscatter
will most likely result in two interaction events for the given
geometry.

APPENDIX B
SCATTER DISTRIBUTION FOR INTRA- AND

INTER-PLANAR EVENTS

To contrast the distribution that Fig. 6 plots, Fig. 19 plots
the distribution for two interaction events for both 718-keV

and 4.4-MeV gammas considering intraplane and interpla-
nar events. In the plot, 90◦ scatter angles dominate the
distributions as they are mainly intraplane events.
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