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Mean and variance of coincidence counting with deadtime
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Abstract

We analyze the first and second moments of the coincidence-counting process for a system affected by paralyzable

(extendable) deadtime with (possibly unequal) deadtimes in each singles channel. We consider both ‘‘accidental’’ and

‘‘genuine’’ coincidences, and derive exact analytical expressions for the first and second moments of the number of

recorded coincidence events under various scenarios. The results include an exact form for the coincidence rate under

the combined effects of decay, background, and deadtime. The analysis confirms that coincidence counts are not exactly

Poisson, but suggests that the Poisson statistical model that is used for positron emission tomography image

reconstruction is a reasonable approximation since the mean and variance are nearly equal. r 2002 Elsevier Science

B.V. All rights reserved.

PACS: 29.40.�n; 29.40.Mc; 02.50.Cw; 87.59.Vb
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1. Introduction

When counting ionizing particles, such as annihilation photons in positron emission tomography (PET)
imaging, every measurement system exhibits a characteristic called deadtime. Since the pulses produced by a
radiation detector have finite time duration, when a second pulse occurs before the first has disappeared,
the two pulses will overlap to form a single distorted pulse [1,2]. Depending on the system, one or both
particle arrivals will go unrecorded. This loss of counts changes the measurement statistics, in general, and
the statistical moments in particular. The statistics of the coincidence-counting process for detectors
affected by deadtime is of fundamental importance to the problem of statistical image reconstruction, as
elaborated in Ref. [3] for single-photon counting systems.

Counting systems are often characterized as either non-paralyzable or paralyzable (extendable). In a
paralyzable system, each particle arrival, whether recorded or not, produces a deadtime of length t; if there
is an arrival at time t; then any arrival from t to t þ t will go unrecorded. This paper focuses on the
paralyzable case. Various cases are considered in previous work on counting processes affected by
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deadtime, e.g., Refs. [4–8]. We mostly follow the terminology used in the recent ICRU report on particle
counting [2]. This paper presents rigorous derivations of the mean and variance of coincidence-counting
processes, first for accidental coincidences, then for total coincidences (both accidental and genuine), also
known as prompt coincidences in the PET literature. Our approach is sufficiently general to allow
consideration of the combined effects of decay, background, and deadtime, a previously unsolved problem
in particle counting [2, p. 27].

2. Preliminaries

We consider the scenario illustrated in Fig. 1. The random process N0ðtÞ counts the number of particle
pairs emitted simultaneously from the ‘‘genuine-coincidence source’’ and arriving at the two detectors in
the time interval [0, t]. For simplicity, we assume that the particles in each N0 pair arrive simultaneously at
the two detectors.1 The random processes N1ðtÞ and N2ðtÞ count particles originating from the random
singles sources as they arrive at the two detectors. We assume that N0ðtÞ; N1ðtÞ; and N2ðtÞ are statistically
independent. To preclude the possibility of multiple simultaneous arrivals, we assume that any arrival
process NiðtÞ considered in this paper has the property P½DNiðtÞX1� ¼ 0 for any time t; where DNiðtÞ
denotes the increment in NiðtÞ at time t: For some of the results, but not all, we also assume that the arrival
processes are Poisson.

2.1. Measurement model

We assume that the arrival processes at the two detectors satisfy the following model:

X1ðtÞ ¼ N0ðtÞ þ N1ðtÞ

X2ðtÞ ¼ N0ðtÞ þ N2ðtÞ: ð1Þ

We let r0; r1; and r2 denote the counting rates of N0ðtÞ; N1ðtÞ; and N2ðtÞ; respectively. For notational
simplicity, we absorb the detector counting efficiencies into these rates, following Ref. [2, Eq. (5.1)]. Due to

Fig. 1. Model for coincidence counting.

1With additional effort, one can apply the analytical methods described in this paper to derive results for non-simultaneous arrivals,

such as when ‘‘time of flight’’ is considered in PET imaging.
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the common source N0; the processes X1 and X2 are statistically dependent (unless r0 ¼ 0; i.e., the pure
‘‘accidental’’-coincidence case).

The arrival processes X1 and X2 are recorded by two respective singles detectors according to the
extendable deadtime model. Let S1ðtÞ and S2ðtÞ denote the number of recorded singles at detectors 1 and 2,
respectively. We assume that the deadtimes t1 and t2 are known and deterministic for each singles detector.
We ignore uncertainty in the time-stamping of recorded singles [9]. Mathematically

DSiðtÞ ¼ 1 if and only if DXiðtÞX1 and Xiðt � ti; tÞ � DXiðtÞ ¼ 0

where X ðs; tÞ9X ðtÞ � X ðsÞ denotes the number of increments in the half-open interval (s; t].
Of principal interest, here, is the number of coincidence events recorded in the interval (0; t], denoted by

Y ðtÞ: We define a ‘‘genuine’’-coincidence event to be one in which both particles involved originated from
the ‘‘genuine’’-coincidence source. All other coincidence events are defined as ‘‘accidental’’ ones. Let r

denote the length of the coincidence timing window (resolving time). We assume 2rominft1; t2g: For a pair
of particles to be recorded as a coincidence event, both particles must first be recorded by their respective
detectors. If one particle is recorded by detector 1 at time t1; and another particle is recorded by detector 2
at time t2; and if jt1 � t2jor; then this pair of particles will be recorded as a coincidence event. To avoid
ambiguity, we define the time of coincidence to be the arrival time of the later particle. If one particle is
recorded by detector 1 at time t1 and no particle is recorded by detector 2 at time t1; then the number of
coincidences recorded at time t1 is S2ðt1 � r; t1Þ; i.e., the number of particles recorded by detector 2 during
ðt1 � r; t1�: If each detector records a particle at the same time t1; then the number of coincidences recorded
at time t1 is S1ðt1 � r; t1Þ þ S2ðt1 � r; t1Þ � 1: Mathematically

DY ðtÞ ¼ DS1ðtÞS2ðt � r; tÞ þ DS2ðtÞS1ðt � r; tÞ � DS1ðtÞ � DS2ðtÞ:

These conventions define Y ðtÞ; and our goal is to study its statistics.

2.2. Analysis tools

Our analysis method is based on integrating the ‘‘instantaneous’’ properties of the counting process Y ðtÞ
following Ref. [3]. We define the instantaneous rate g : R-½0;NÞ as

gðsÞ9 lim
d-0

E½Y ðs þ dÞ � Y ðsÞ�
d

; ð2Þ

the instantaneous second moment a : R-½0;NÞ as

aðsÞ9 lim
d-0

E½ðY ðs þ dÞ � Y ðsÞÞ2�
d

; ð3Þ

and the correlation function b : R2-½0;NÞ as

bðs1; s2Þ9 lim
d1 ;d2-0

E½ðY ðs1 þ d1Þ � Y ðs1ÞÞðY ðs2 þ d2Þ � Y ðs2ÞÞ�
d1d2

: ð4Þ

Consider counting processes satisfying the following assumptions:

(i) gð�Þ and að�Þ are well-defined and finite everywhere, bðs1; s2Þ is well-defined and finite everywhere
s1as2;

(ii) E½Y ðs; s þ dÞ�=d and E½Y 2ðs; s þ dÞ�=d are uniformly bounded for all s and dAð0; 1Þ;
(iii) E½Y ðs1; s1 þ d1ÞY ðs2; s2 þ d2Þ�=ðd1d2Þ is uniformly bounded for all s1; s2; and d1; d2Að0; 1Þ such that

ðs1; s1 þ d1Þ
T
ðs2; s2 þ d2Þ ¼ |:
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In Ref. [3], we derived the following general result for the first and second moments:

E½Y ðtÞ� ¼
Z t

0

gðsÞ ds ð5Þ

E½Y 2ðtÞ� ¼
Z t

0

aðsÞ ds þ 2

Z t

0

Z t

s1

bðs1; s2Þ ds2 ds1: ð6Þ

If Y ðtÞ has stationary increments, then we have the following simplification:

E½Y ðtÞ� ¼ gt ð7Þ

E½Y 2ðtÞ� ¼ at þ 2

Z t

0

ðt � sÞbð0; sÞ ds ð8Þ

where g ¼ gð0Þ and a ¼ að0Þ: For counting processes with deadtime that satisfy this additional assumption:

(iv) there exists a positive d0 such that 8dAð0; d0Þ; Y ðs; s þ dÞp1;
we obtained the following corollary [3]:

aðsÞ ¼ gðsÞ

E½Y 2ðtÞ� ¼ E½Y ðtÞ� þ 2

Z t

0

Z t

s1

bðs1; s2Þ ds2 ds1: ð9Þ

All random processes considered in this paper have stationary increments and satisfy assumptions (i)–(iv),
except for the accidental-coincidence process with ideal detectors considered in Section 3.2 which does not
satisfy assumption (iv); hence we use the more general result (6) for its second moment. Using the above
expressions, we can find the mean and variance of a counting process Y ðtÞ by finding the instantaneous
functions aðsÞ; gðsÞ; and bðs1; s2Þ and then integrating.We also make the following assumptions about the
singles processes Si:

(v) limd-0
1
dP½Siðs; s þ dÞ ¼ k� ¼ 0; 8s; 8kX2;

(vi) (d0 > 0;
P

N

k¼2 ki %pðk; d0ÞoN for i ¼ 1; 2; or 3;
where %pðk; d0Þ9supf1dP½Siðs; s þ dÞ ¼ k� : sA½0; tÞ; dAð0; d0Þg: These assumptions hold for a wide variety
of (singles) counting processes, including all (singles) processes considered hereafter. Specifically with
regard to assumption (vi), if SðtÞ is a Poisson process that satisfies assumption (ii) with 1

dE½Sðs; s þ dÞ�prmax;
then

1

d
P½Sðs; s þ dÞ ¼ k� ¼

1

d
e�E½Sðs;sþdÞ�ðE½Sðs; s þ dÞ�Þk=k!prk

maxd
k�1=k!ork

max=k!

for do1; and
P

N

k¼2 knrk
max=k!oN for any integer n; establishing (vi). This argument applies to all Poisson

processes with bounded intensity. A process SiðtÞ that satisfies (v) and (vi) has the following property for its
instantaneous rate:

giðsÞ ¼ lim
d-0

1

d
E½Siðs; s þ dÞ�

¼ lim
d-0

1

d
0þ P½Siðs; s þ dÞ ¼ 1� þ

XN
k¼2

kP½Siðs; s þ dÞ ¼ k�

" #

¼ lim
d-0

1

d
P½Siðs; s þ dÞ ¼ 1�: ð10Þ
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3. Moments of the accidental-coincidence process

This section derives the mean and variance of the accidental-coincidence process (assuming r0 ¼ 0), first
for the case of ideal detectors (no deadtime), and then for realistic detectors (with deadtime). The next
section gives the mean and variance (bounds) of the counting process having both genuine and accidental
coincidences. Let YaðtÞ and YbðtÞ denote the number of recorded coincidence events during (0, t] that have
the later singles event arriving at detectors 1 and 2, respectively. Then the number of coincidence events
recorded during (0, t] is

Y ðtÞ ¼ YaðtÞ þ YbðtÞ þ Y0ðtÞ ð11Þ

where Y0ðtÞ denotes the number of recorded coincidence events corresponding to simultaneous singles
arrivals at the two detectors. Since the singles processes S1ðtÞ and S2ðtÞ are independent when r0 ¼ 0; one
can show Y0ðtÞ is zero with probability one. Thus, we ignore Y0ðtÞ hereafter since it does not affect the
moments of Y ðtÞ:

3.1. Mean of accidental coincidences

For the purely accidental-coincidence process, we derive the mean of Y ðtÞ for a general class of recorded
singles processes, i.e., we do not assume any particular statistical model such as Poisson. For this
derivation, we assume only that the singles-counting processes S1ðtÞ and S2ðtÞ are independent and satisfy
assumptions (i)–(iii), (v), and (vi). Let giðsÞ9limd-0ð1=dÞE½Siðs; s þ dÞ�; i ¼ 1; 2 denote the instantaneous
rates of the singles-counting processes.

For a time interval ðs; s þ d�; by total probability, we have

E½Yaðs; s þ dÞ� ¼ M1ðs; dÞ þ M2ðs; dÞ

where

M1ðs; dÞ9E½Yaðs; s þ dÞjS1ðs; s þ dÞ ¼ 1�P½S1ðs; s þ dÞ ¼ 1�

M2ðs; dÞ9
XN
k¼2

E½Yaðs; s þ dÞjS1ðs; s þ dÞ ¼ k�P½S1ðs; s þ dÞ ¼ k�:

If detector 1 records kX0 singles during ðs; s þ d�; then the number of coincidence events recorded during
that interval with the later singles event recorded by detector 1 can be no more than kS2ðs � r; s þ dÞ:
Hence, for any d > 0

0pM2ðs; dÞp
XN
k¼2

kEjS2ðs � r; s þ dÞ�P½S1ðs; s þ dÞ ¼ k�

¼
XN
k¼2

k

Z sþd

s�r

g2ðuÞ du

� �
P½S1ðs; s þ dÞ ¼ k�: ð12Þ

Using assumption (vi) and the Lebesgue dominated convergence theorem [10] allows exchanging the
summation and limits in d; yielding

0p lim
d-0

1

d
M2ðs; dÞp

XN
k¼2

k

Z s

s�r

g2ðuÞ du

� �
lim
d-0

1

d
P½S1ðs; s þ dÞ ¼ k� ¼ 0

using assumption (v). Hence, limd-0ð1=dÞM2ðs; dÞ ¼ 0; so

lim
d-0

1

d
E½Yaðs; s þ dÞ� ¼ lim

d-0

1

d
M1ðs; dÞ:
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If detector 1 records one single during ðs; s þ d�; then the number of coincidence events recorded during that
interval with the later singles event recorded by detector 1 is the number of singles recorded by detector 2
during the time interval of width r that precedes the arrival. That number must lie between S2ðs � r þ d; sÞ
and S2ðs � r; s þ dÞ inclusively. Thus

M1ðs; dÞpE½S1ðs � r; s þ dÞ�P½S1ðs; s þ dÞ ¼ 1�

¼ P½S1ðs; s þ dÞ ¼ 1�
Z sþd

s�r

g2ðuÞ du

so using Eq. (10) yields

lim
d-0

1

d
M1ðs; dÞpg1ðsÞ

Z s

s�r

g2ðuÞ du:

Similarly

M1ðs; dÞXP½S1ðs; s þ dÞ ¼ 1�E½S1ðs � r þ d; sÞ�

so by similar arguments

lim
d-0

1

d
M1ðs; dÞXg1ðsÞ

Z s

s�r

g2ðuÞ du:

Combining, we have

lim
d-0

1

d
E½Yaðs; s þ dÞ� ¼ lim

d-0

1

d
M1ðs; dÞ ¼ g1ðsÞ

Z s

s�r

g2ðuÞ du:

By symmetry, limd-0ð1=dÞE½Ybðs; s þ dÞ� ¼ g2ðsÞ
R s

s�g g1ðuÞ du; so from Eq. (11) we conclude that the
instantaneous rate of the accidental-coincidence process Y ðtÞ is

gðsÞ9 lim
d-0

1

d
E½Y ðs; s þ dÞ� ¼ g1ðsÞ

Z s

s�r

g2ðuÞ du þ g2ðsÞ
Z s

s�r

g1ðuÞ du: ð13Þ

One can verify using Eq. (12) that E½Y ðs; s þ dÞ�=d is uniformly bounded for all dAð0; 1Þ: Thus, applying
Eq. (5) yields the exact first moment of the accidental-coincidence process:

E½Y ðtÞ� ¼
Z t

0

g1ðsÞ
Z s

s�r

g2ðuÞ du þ g2ðsÞ
Z s

s�r

g1ðuÞ du


 �
ds: ð14Þ

This is a general result that has not been previously derived to our knowledge.

3.1.1. Stationary increments case

One well-known special case of Eq. (14) is when the singles-counting processes have stationary
increments, for which Eqs. (13) and (14) simplify to

E½Y ðtÞ� ¼ gt; g ¼ 2rg1g2: ð15Þ

This special case is well known (when the recorded singles process is Poisson, i.e., recorded with no
deadtime) [11] but has not been derived formally to our knowledge. This result is consistent with2 Ref. [2,
Eq. (5.37)]. Remarkably, our general result holds for a fairly broad class of singles processes, as we have
shown, not just for Poisson processes. This generality is important because deadtime causes non-Poisson
singles processes.

2 Identify g1 ¼ rbe
�rbtb and g2 ¼ rge

�rgtg and rbg ¼ 0:
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3.1.2. Inhomogeneous Poisson case

Now suppose that the arrival processes X1ðtÞ and X2ðtÞ are Poisson with instantaneous rates r1ðtÞ and
r2ðtÞ; respectively. By a slight generalization of the argument leading to Ref. [3, Eq. (23)], one can show that
the instantaneous rates of the singles-counting processes are

giðsÞ ¼ riðsÞexp �
Z s

s�ti

riðuÞ du

� �
; i ¼ 1; 2 ð16Þ

which reduces to the familiar rie
�riti in the homogeneous case [2, Eq. (2.9b)]. One can substitute Eq. (16)

into Eq. (13) to determine the rate of the accidental-coincidence process.

3.1.3. Decay case

Result (14) is sufficiently general to apply to the general case where one considers a decaying source and a
time-independent background arrival rate, and deadtime. This general case has not been previously solved,
according to Ref. [2, p. 29]. Suppose the arrival processes are Poisson with instantaneous rates riðtÞ ¼
rie

�li t þ bi; where li denotes the source decay rate. Substituting into Eq. (16) yields

giðsÞ ¼ ðrie
�li t þ biÞexp � tibi þ ri

e�liðs�tiÞ � e�li s

li


 �� �
; i ¼ 1; 2: ð17Þ

Substituting Eq. (17) into Eq. (14) yields an exact analytical expression for the mean of the accidental-
coincidence process for decaying Poisson arrivals with extendable deadtime.

3.2. Variance of accidental coincidences for ideal detectors (no deadtime)

Turning now to the variance of Y ðtÞ; we show that the accidental-coincidence process is not exactly
Poisson3 even when the recorded singles processes are homogeneous and Poisson (i.e., in the hypothetical
case of no deadtime losses) by showing that VarfY ðtÞgaE½Y ðtÞ� using Eq. (6) for Poisson arrival processes.
We first find the instantaneous correlation function bð0; sÞ: For s > r; the increments Y ð0; dÞ and Y ðs; s þ dÞ
are independent for dominðs; s � rÞ; hence

bð0; sÞ ¼ ð2rg1g2Þ
2: ð18Þ

For 0osor; we show in Ref. [12, p. 139] that

bð0; sÞ ¼ ð2rg1g2Þ
2 þ ðg1 þ g2Þg1g2ð2r � sÞ: ð19Þ

One can verify that Y ðtÞ satisfies assumption (iii) following Ref. [12, Eqs. (D.8) and (D.12)]. However, Y ðtÞ
does not satisfy assumption (iv) in the absence of deadtime, hence we must use Eq. (9) to derive its second
moment. We have

E½Y 2ðdÞ� ¼ E½ðYaðdÞ þ YbðdÞÞ
2�

¼ E½Y 2
a ðdÞ� þ E½Y 2

b ðdÞ� þ 2E½YaðdÞYbðdÞ� ð20Þ

3 In the absence of deadtime, the accidental-coincidence process will be Poisson if the two coincidence particles always arrive at the

two detectors at exactly the same time and there is no uncertainty in the time-stamping of recorded particles. It appears that

coincidence processes are exactly Poisson only in this highly idealized case.
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and

E½Y 2
a ðdÞ� ¼

XN
k¼0

E½Y 2
a ð0; dÞjX1ð0; dÞ ¼ k�P½X1ð0; dÞ ¼ k�

¼ 0þ E½Y 2
a ð0; dÞjX1ð0; dÞ ¼ 1�P½X1ð0; dÞ ¼ 1�

þ
XN
k¼2

E½Y 2
a ð0; dÞjX1ð0; dÞ ¼ k�P½X1ð0; dÞ ¼ k�: ð21Þ

If X1(0,d)=k, then Ya(0,d)pkX2(�r,d), so

lim
d-0

1

d

XN
k¼2

E½Y 2
a ð0; dÞjX1ð0; dÞ ¼ k�P½X1ð0; dÞ ¼ k�

p lim
d-0

1

d

XN
k¼2

ðg2ðr þ dÞ þ ðg2ðr þ dÞÞ2Þk2P½X1ð0; dÞ ¼ k� ¼ 0: ð22Þ

Thus, combining Eqs. (21) and (22)

lim
d-0

1

d
E½Y 2

a ðdÞ� ¼ lim
d-0

1

d
E½Y 2

a ð0; dÞjX1ð0; dÞ ¼ 1�P½X1ð0; dÞ ¼ 1� þ 0

¼ lim
d-0

1

d
ðrg2 þ ðrg2Þ

2Þe�dg1ðdg1Þ

¼ ðrg2 þ ðrg2Þ
2Þg1: ð23Þ

Furthermore

lim
d-0

1

d
E½YaðdÞYbðdÞ� ¼ lim

d-0

1

d

XN
k;l¼1

E½YaðdÞYbðdÞjX1ð0; dÞ ¼ k;X2ð0; dÞ ¼ l�P½X1ð0; dÞ ¼ k;X2ð0; dÞ ¼ l�

p lim
d-0

1

d

XN
k;l¼1

ðk þ g1ðdþ rÞÞðl þ g2ðdþ rÞÞklP½X1ð0; dÞ ¼ k;X2ð0; dÞ ¼ l�

¼ lim
d-0

1

d

XN
k¼1

ðk þ g1ðdþ rÞÞkP½X1ð0; dÞ ¼ k�

 ! XN
l¼1

ðl þ g1ðdþ rÞÞlP½X2ð0; dÞ ¼ l�

 !

¼ 0: ð24Þ

Hence, applying Eqs. (23) and (24) to Eq. (20) and using symmetry:

aðsÞ ¼ rg1g2ð2þ rðg1 þ g2ÞÞ: ð25Þ

Using ideas leading to Eqs. (22) and (24), one can easily verify that E½Y 2ð0; dÞ�=d is uniformly bounded.
Hence, from Eqs. (19), (18), (25) and (6), for t > r; the variance of Y ðtÞ is

VarfY ðtÞg ¼
Z t

0

aðsÞ ds þ 2

Z t

0

ðt � sÞð2rg1g2Þ
2 ds þ 2

Z g

0

ðt � sÞðg1 þ g2Þg1g2ð2r � sÞ ds � ðgtÞ2

¼ r2g1g2ðg1 þ g2Þt þ 2rg1g2t þ ð2rg1g2tÞ2 þ r2ðg1 þ g2Þg1g2ð3t � 4
3
rÞ � ð2rg1g2tÞ2

¼ 2rg1g2tð1þ 2rðg1 þ g2Þð1� r=3tÞÞ: ð26Þ

Variance (26) is ‘‘inflated’’ relative to mean (15) by the factor 1þ 2rðg1 þ g2Þð1� r=ð3tÞÞ; so the
accidental-coincidence process is not Poisson even in the absence of deadtime.
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3.3. Variance of accidental coincidences for non-ideal detectors (with deadtime)

We now derive the variance of the accidental-coincidence process Y ðtÞ in the presence of deadtime with
t1 ¼ t2 ¼ t > 2r (assuming equal deadtimes for simplicity). As in Section 3.2, we first derive bð0; sÞ: Since we
assume t > 2r; forming two coincidence events would require two recorded pairs of particles, each pair
forming a coincidence event. The minimum time separation for the two latter-recorded particles is at least t,
hence4 bð0; sÞ ¼ 0 for 0osot: If tþ rosot; then Y ð0; dÞ and Y ðs; s þ dÞ are independent for dos � t� r;
hence bð0; sÞ ¼ g2: The most complicated case is when tosotþ r; we show in Ref. [12, p. 144] that

bð0; sÞ ¼ r21r
2
2e

�ðr1þr2Þtðr2 þ ðs � tÞð4r � s þ tÞÞ: ð27Þ

We observe that 0p(s�t)(4r�s+t)p3r2 when 0os�tor, hence 0ob(0,s)og2 for tosot+r. Thus, for
t>t+r

VarfY ðtÞg ¼ gt þ 2

Z t

tþr

ðt � sÞð2rg1g2Þ
2 ds

þ 2

Z tþr

t
ðt � sÞðg1g2Þ

2ðr2 þ ðs � tÞð4r � s þ tÞÞ ds � ðgtÞ2

¼ 2rg1g2t þ ðg1g2Þ
21

6
r2ð5r2 � 16rðt � tÞ þ 24ðt � tÞ2Þ � ð2rg1g2tÞ2

¼ gtð1� gtð2� t=tÞÞ þ
g2

24
ð5r2 � 16rðt � tÞÞ ð28Þ

where g ¼ 2rg1g2 ¼ 2rr1r2e
�ðr1þr2Þt from Eq. (15). To our knowledge, the exact variance results (26) and

(28) are new. From Eq. (7) the mean of Y ðtÞ is

E½Y ðtÞ� ¼ gt; g ¼ 2rr1r2e
�ðr1þr2Þt: ð29Þ

When r{t{t; we can approximate Eq. (28) by gtð1� 2gtÞ; hence the variance is ‘‘deflated’’ relative to
the mean by approximately 1� x; where x92gt is usually very small. Fig. 2 shows the mean and variance of
the coincidence process recorded by non-ideal detectors. The mean and variance are extremely close at all
rates r:

4. Moments of the coincidence-counting process

We now address the moments of total recorded coincidences (both accidental and genuine). This case is
more complicated than the case of pure accidental coincidences considered in the previous section, so we
focus on Poisson arrival processes. For analyzing the mean, we allow the arrival processes to be
inhomogeneous, to allow for decay or other temporal variations. Recall that for an inhomogeneous Poisson
process with intensity lðtÞ; the waiting time of the first arrival after time s is distributed, for vXs; as

lðvÞe�
R v

s
lðuÞ du:

Hereafter, we assume 2rominft1; t2g; such that the event ½Y ðs; s þ dÞX2� can never occur when dor:

4.1. Mean of recorded coincidences

In the presence of deadtime, the event that there is one recorded coincidence event during ðs; s þ d�
consists of one of the following four mutually exclusive events:

4Note that if roto2r; then bð0; sÞa0 if sor:
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ðE1Þ one N1 particle and one N2 particle form a coincidence event;
ðE2Þ one N0 particle at detector 1, and one N2 particle at detector 2;
ðE3Þ one N0 particle at detector 2, and one N1 particle at detector 1;
ðE4Þ a pair of N0 particles is recorded.

We will derive the probability for each of these four events.
We split E1 into two disjoint sub-events: E1a and E1b; where E1a denotes the event that one N1 particle

and one N2 particle form a coincidence event and furthermore that the later particle5 is recorded by
detector 1. Let T1 denote the time of the first N1 particle arrival after time s; and T2jT1 denote the time of
the first N2 particle arrival after T1 � r:

P½E1a� ¼
Z sþd

s

Z s1

s1�r

P½N1ðs1 � t1; sÞ ¼ 0;N2ðs2 � t2; s1 � rÞ ¼ 0;N0ðminfs1 � t1; s2 � t2g; s1Þ ¼ 0

jT1 ¼ s1;T2 ¼ s2�fT2 jT1
ðs2js1ÞfT1

ðs1Þ ds2 ds1

¼
Z sþd

s

Z s1

s1�r

e
�
R s

s1�t1
r1ðuÞ du

e
�
R s1�r

s2�r1
r2ðuÞ du

e
�
R s1

minfs1�t1 ;s2�t2g
r0ðuÞ du

r2ðs2Þe
�
R s2

s1�r
r2ðuÞ du

r1ðs1Þe
�
R s1

s
r1ðuÞ du

ds2 ds1

¼
Z sþd

s

Z s1

s1�g
r1ðs1Þr2ðs2Þe

�
R r

s1�t1
r1ðuÞ du

e
�
R s2

s2�r2
r2ðuÞ du

e
�
R s1

minfs1�t1 ;s2�t2g
r0ðuÞ du

ds2ds1

¼
Z sþd

s

Z s1

s1�r

r1ðs1Þr2ðs2Þq1ðs1Þq2ðs2Þq0ðminfs1 � t1; s2 � t2g; s1Þ ds2 ds1;

Fig. 2. Mean and variance of accidental-coincidence (AC) counts Y ðtÞ in a paralyzable system with t ¼ 1 s, t ¼ 2 ms, g ¼ 12 ns, and

r1 ¼ r2 ¼ r: Based on Eqs. (15) and (28) and (29) the mean and variance curves are nearly indistinguishable.

5For completeness, we can also include the probability zero events of two simultaneous singles arrivals in this event, which will have

no effect on the moments.

D.F. Yu, J.A. Fessler / Nuclear Instruments and Methods in Physics Research A 488 (2002) 362–374 371



where

q0ðs; tÞ9exp �
Z t

s

r0ðuÞ du

� �
; qiðsÞ9exp �

Z s

s�ti

riðuÞ du

� �
; i ¼ 1; 2:

By symmetry

P½E1b� ¼
Z sþd

s

Z s2

s2�r

r1ðs1Þr2ðs2Þq1ðs1Þq2ðs2Þq0ðminfs1 � t1; s2 � t2g; s2Þ ds1 ds2

For E2; if an N2 particle arriving at detector 2 and an N0 particle arriving at detector 1 form a coincidence
event, then the N2 particle arriving at detector 2 must arrive before the N0 particle because otherwise the N2

will be lost due to the N0 particle at detector 2. Hence, the N0 particle arriving at detector 1 will be the later
arriving particle. Let T0 denote the time of the first N0 particle arrival after time s; and T2jT0 denote the
time of the first N2 particle arrival after T0 � r; then

P½E2� ¼
Z sþd

s

Z s1

s1�r

P½N0ðminfs1 � t1; s2 � t2g; sÞ ¼ 0; N1ðs1 � t1; s1Þ ¼ 0; N2ðs2 � t2; s1 � rÞ ¼ 0

jT0 ¼ s1;T2 ¼ s2�fT2 jT0
ðs2js1ÞfT0

ðs1Þ ds2 ds1

¼
Z sþd

s

Z s1

s1�g
e
�
R s

minfs1�t1 ;s2�t2g
r0ðuÞ du

e
�
R s

s1�t1
r1ðuÞ du

e
�
R s1�t

s2�t2
r2ðuÞ du


 r2ðs2Þe
�
R s2

s1�r
r2ðuÞ du

r0ðs1Þe
�
R s1

s
r0ðuÞ du

ds2 ds1

¼
Z sþd

s

Z s1

s1�r

r0ðs1Þr2ðs2Þq1ðs1Þq2ðs2Þq0ðminfs1 � t1; s2 � t2g; s1Þ ds2 ds1:

By symmetry

P½E3� ¼
Z sþd

s

Z s2

s2�r

r0ðs2Þr1ðs1Þq1ðs1Þq2ðs2Þq0ðminfs1 � t1; s2 � t2g; s2Þ ds1 ds2:

For E4; the simplest of all four cases, we only need to ensure that there is at least one coincidence arrival
during ðs; s þ d�; and there is no coincidence or random arrival preceding the coincidence arrival by the
deadtimes:

P½E4� ¼
Z sþd

s

P½N0ðs0 � tmax; sÞ ¼ 0;N1ðs0 � t1; s0Þ ¼ 0;N2ðs0 � t0Þ ¼ 0jTo ¼ s0�fT0
ðs0Þ ds0

¼
Z sþd

s

e
�
R s

s0�tmax
r0ðuÞ du

e
�
R s0

s0
r1ðuÞ du

e
�
R s0

s0�t2
r2ðuÞ du

r0ðs0Þe
�
R s0

s
r2ðuÞ du

ds0

¼
Z sþd

s

r0ðs0Þq1ðs0Þq2ðs0Þq0ðs0 � tmax; s0Þ ds0

where tmax ¼ maxft1; t2g:
Combining all four events

E½Y ðs; s þ dÞ� ¼ P½E4� þ ðP½E1a� þ P½E2�Þ þ ðP½E1b� þ P½E3�Þ
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and applying limd-0 in Eq. (2) yields the instantaneous rate of the coincidence-counting process Y ðtÞ

gðsÞ ¼ r0ðsÞq1ðsÞq2ðsÞq0ðs � tmax; sÞ

þ ðr1ðsÞ þ r0ðsÞÞq1ðsÞ
Z s

s�r

r2ðuÞq2ðuÞq0ðminfs � t1; u � t2g; sÞ du

þ ðr2ðsÞ þ r0ðsÞÞq2ðsÞ
Z s

s�r

r1ðuÞq1ðuÞq0ðminfu � t1; s � t2g; sÞ du: ð30Þ

If r0; r1; and r2 are constant in time, and if the two deadtimes are equal, then Eq. (30) simplifies to the
following:

g ¼
2r1r2
r0

þ r1 þ r2

� �
ð1� e�r0rÞ þ r0e

�ðr0þr1þr2Þt

 �

: ð31Þ

This expression is consistent6 with Ref. [2, Eq. (5.39)].
One can find the exact mean of Y ðtÞ for the general case where decay, background, and deadtime are

considered by substituting riðtÞ ¼ rie
�li t þ bi into Eq. (30), and then integrating using Eq. (5). This exact

solution solves the open problem described in Ref. [2, p. 27]. One could perform integration (5) numerically
to arbitrary accuracy and solve numerically for r0 if the other parameters ðri; li; bi; ti; rÞ can be determined.

4.2. Variance of recorded coincidences

We now consider the variance of Y ðtÞ for the case of homogeneous arrivals and equal deadtines. From
Ref. [12, p. 96], a bound on the variance Y ðtÞ is

gt½1� gðtþ rÞð2� ðtþ rÞ=t�pVarfY ðtÞgpgt½1� gtð2� t=tÞ� ð32Þ

where g ¼ E½Y ðtÞ�=t is given in Eq. (31).
This bound is very tight since usually g{t: Thus, VarfY ðtÞgEE½Y ðtÞ�ð1� 2gtÞ; so again the mean and

variance are very similar. To the best of our knowledge, the variance result (32) is new.

5. Discussion

We have analyzed the mean and variance of coincidence counting under various scenarios. In each case,
the coincidence-counting process is not Poisson, including in the simplest case of purely accidental-
coincidence counts recorded by ideal detectors. Nevertheless, we have shown that the variance is very close
to the mean for parameters typical of PET imaging where r{t1 ¼ t2:

For paralyzable detectors, the variance over the mean is approximately 1� x; where x is approximately
the expected number of recorded events during the time interval ð0; 2t�: Unless the genuine-coincidence rate
is so high that xc0; the ratio of variance over mean will be very close to unity.

It is interesting to compare the coincidence-counting process to the singles-counting process [3].
Deadtime causes the singles-counting process to be significantly non-Poisson, in the sense that the variance
of the process is significantly less than the mean. In contrast, the preceding analysis shows that the variance
of the coincidence-counting process is very close to the mean. The reason for this lies in the fact that x is
primarily determined by g (in addition to t), the instantaneous rate of the counting process itself. In a
singles-counting process, g can be relatively large, but in the coincidence-counting process in PET imaging,
the coincidence rate g is usually quite small compared to the singles rate g1 and g2: Thus deadtime causes

6Identify rbg ¼ r0;rb ¼ r1 þ r0; and rg ¼ r2 þ r0:
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significant loss in the mean of the process, necessitating deadtime correction, but leaves the ratio of the
variance over the mean relatively unaffected.

Extensions to include attenuation effects and delayed coincidences are considered in Ref. [12]. The key to
our analysis is the instantaneous moments used in Eqs. (2)–(6). The use of this approach allows one to
consider inhomogeneous processes using ‘‘local’’ analysis. This has enabled our new results on the mean of
the coincidence-counting process for the usual scenario where decay, background, and deadtime are all
present [2, p. 27]. Presumably, one could also address further extensions such as random deadtimes within
this framework.
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