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ABSTRACT

Statistical Tomographic Image Reconstruction Methods for Randoms-Precorrected
PET Measurements

by
Mehmet Yavuz

Chair: Jeffrey A. Fessler

Medical imaging systems such as positron emission tomography (PET) and electron-

ically collimated single positron emission tomography (SPECT) record particle emission
events based on timing coincidences. These systems record accidental coincidence (AC)

events simultaneously with the true coincidence events. Similarly in low light-level imag-
ing, thermoelectrons generated by photodetector are indistinguishable from photoelectrons
generated by photo-conversion, and their effect is similar to the AC events.

During PET emission scans, accidental coincidence (AC) events occur when photons that
originate from separate positron-electron annihilations are mistakenly recorded as having

arisen from the same annihilation. In PET, generally a significant portion of the collected
data consists of AC events that are a primary source of background noise. Also, during

PET transmission scans, photons that originate from different transmission sources cause
AC events. In PET, the measurements are usually pre-corrected for AC events by real-

time subtraction of the delayed window coincidences. Randoms subtraction compensates
in mean for accidental coincidences, but destroys the Poisson statistics.

We develop statistical image reconstruction methods for randoms pre-corrected PET
measurements using penalized maximum likelihood (ML) estimation. We introduce two new
approximations to the complicated exact log-likelihood of the pre-corrected measurements:

one based on a “shifted Poisson” model, and the other based on saddle-point approxima-
tions to the measurement probability mass function (pmf). We compare estimators based

on the new models to the conventional data-weighted least squares (WLS) and conven-
tional maximum likelihood (based on the ordinary Poisson (OP) model) using experiments,

simulations and analytic approximations.
For transmission scans, we demonstrate that the proposed methods avoid the systematic

bias of the WLS method, and lead to significantly lower variance than the conventional OP
method. We also investigate the propagation of noise from the reconstructed attenuation

maps into the emission images. Interestingly, the noise improvements in the emission images
with the new methods are even greater than the improvements in the attenuation maps
themselves. To corroborate the empirical studies, we develop analytical approximations

to the reconstructed image covariance and we also develop analytical approximations for
the propagation of noise from attenuation maps into the reconstructed emission images.

The results of the analytic approximations are shown to be in good agreement with the
experimental results supporting the improvements with the new methods.



Similarly, for the emission reconstructions, we demonstrate that the proposed methods
lead to significantly lower variance than the conventional OP method and also avoid sys-

tematic positive bias of the OP method. Although the SP model is shown to be slightly
biased for emission scans with very low count rates, the saddle-point model is free of any

systematic bias and performs almost identically to the exact log-likelihood. Also, we inves-
tigate the bias-variance trade-offs of the models in 1-D by analyzing how close they perform
to the “uniform” Cramer-Rao bounds.

The new methods offer improved image reconstruction in PET through more realistic
statistical modeling, yet with negligible increase in computation over the conventional OP

method.
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CHAPTER 1

Introduction

1.1 Background and Motivation

Although strictly speaking, medical imaging began with Rőntgen’s discovery of X-rays
in 1895, contemporary medical imaging began in 1970’s with the advent of X-ray com-

puterized tomography. In computerized tomography (CT) two dimensional (2-D) or three
dimensional (3-D) images of the object can be reconstructed using the line integral measure-

ments through the object. Although there are numerous non-medical applications of CT
such as non-destructive testing, underground cross-borehole imaging, electron microscopy

etc., CT is mostly used in medical imaging. For example in X-ray CT, X-ray projection mea-
surements are collected at different positions around the patient to reconstruct anatomical

images of the X-ray attenuation maps of the patient.
Emission CT provides physiologic functional images as opposed to the anatomical im-

ages provided by X-ray CT. Such functional images can be acquired by imaging the decay

of radio-isotopes bound to molecules with known biological properties. In emission tomog-
raphy radio-pharmaceuticals are administered to the patient either by injection, ingestion

or inhalation to tag a specific biochemical function. The nuclide may emit single photons in
the form of γ-rays or it may emit positrons (which then annihilate to produce two 511 keV

photons). As long as the photons have enough energy to escape from the body in sufficient
numbers, images of in vivo distribution of the pharmaceutical distribution can be gener-

ated. Two fundamental modalities of emission CT are: single photon emission computed
tomography (SPECT) and positron emission tomography (PET). In SPECT imaging the

radio-pharmaceutical radiates a single photon and these photons are detected by collimated
detectors to perform tomographic image reconstructions [85].
In a PET study, a radio-pharmaceutical (which is a chemical compound tagged with

positron emitting isotope) is administered to the patient. The scan is started after a delay
to allow for the transport and uptake by the organ(s) of interest. When the radio-isotope

decays, a positron is emitted that combines with a nearby electron generating two photons.
These two annihilation photons each with an energy of 511 keV (= mec

2) are generated

traveling nearly in opposite directions. The concurrent generation of the two γ-ray pho-
tons and their travel in nearly opposite directions (with a velocity close to the speed of

light) makes it possible to identify the annihilation event within a short coincidence time
window (around 10ns) through two detectors on opposite sides. Thus, when two photons

are detected by two detectors within the coincidence timing window, it is known that a
positron-electron annihilation took place along the line, strip or tube joining the two detec-
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tors. The total number of “coincidence events” detected by a pair of detectors constitutes
a measure of integrated radioactivity (line integral measurement) along the line joining the

two detectors. From a complete set of line-integral measurements obtained at different views
around the patient, the activity distribution within the slice or volume can be reconstructed

using tomographic image reconstruction algorithms.
However, not all of the emitted photon pairs heading towards the detectors are detected

due to their interactions with the patient body in the form of absorbtion or scattering.

The dominant form of interaction of photons at 511 keV with human body is Compton
scattering. In Compton scattering the photon interacts with a bound electron such that it

is deflected from its path and loses some of its energy. Most scattered photons are scattered
out of the field of view or absorbed, and never detected. The effect of these interactions

is called “attenuation”. To correct for the effects of attenuation, most PET centers per-
form transmission scans to measure the unique attenuation characteristics of each patient.

Transmission scans are usually performed using ring or rod sources around the patient
that contain positron emitting radioactive materials. A good way to compute attenuation

correction factors in PET is to perform reconstruction of attenuation maps using trans-
mission scan data and then to “re-project” these attenuation maps. Also, SPECT systems
with external transmission sources are becoming increasingly available where reconstructed

attenuation maps can be used for quantitative SPECT [65].
From a mathematical standpoint, the solution to the problem of reconstructing a func-

tion from its projections dates back to Radon’s original work in 1917 [76]. A practical
implementation for tomographic reconstruction called filtered back projection (FBP) [58]

is routinely used for X-ray CT. FBP can also be used to reconstruct emission images and
attenuation maps in PET. However, derivation of FBP is based on noise free ideal pro-

jection measurements. Whereas, in PET the measurements are usually highly noisy due
to count limited nature of the PET process (since the radio-isotope dose injected to the

patient can not exceed a certain level because of patient safely). Moreover, PET detector
systems have certain count rate limitations, and long scans are usually not practical due
to patient motion — especially in applications such as whole body and dynamic PET. The

direct application of FBP method with ramp filter to PET emission and transmission data
results in unacceptably noisy images. Windowing or reducing the cut-off frequency of the

ramp filter used in the FBP method reduces the amount of noise but results in loss of res-
olution [23, 50, 80]. Non-stationary sinogram processing [30, 63] and image post-processing

methods [73] have shown some promise to improve image quality.
In the absence of the effects of random coincidences, PET transmission and emission

measurements are well modeled as Poisson random variables [102]. Statistical image re-
construction (SIR) methods such as maximum likelihood (ML) estimation or penalized

maximum likelihood (PML) estimation (which can also be viewed as maximum a posteriori
probability (MAP) estimation with Markov prior) methods take the appropriate measure-
ment statistics into account. SIR methods have been shown to result in improved image

quality for PET and SPECT. Unfortunately, there is no closed form solution for the ML
or the PML estimators neither for the emission nor for the transmission reconstruction.

Hence, iterative algorithms are used which require excessive computation. However, recent
advancements in fast algorithms enable the increasing use of SIR methods in PET centers

and some commercial scanners are now equipped with SIR methods.
Systems such as PET [64] and electronically collimated SPECT [15, 17] record events

based on timing coincidences. These systems record accidental coincidence (AC) events si-
multaneously with the true coincidence events. Similarly in low light-level imaging, thermo-
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electrons generated by photodetector are indistinguishable from photoelectrons generated
by photo-conversion and they have a similar effect as the AC events [74].

During PET emission scans, accidental coincidence (AC) events occur when photons that
originate from separate positron-electron annihilations are mistakenly recorded as having

arisen from the same annihilation. Generally a significant portion of the collected data is
AC events: typically in 2-D PET with septa, 5% to 30% of the detected events are accidental
coincidences (even more AC events occur in some exams such as brain studies with O-15)

and it is a primary source of background noise in PET [53, 74, 86]. In septaless 3-D PET,
even higher AC rates are common. Moreover, AC rates increase as the square of the amount

of radio-isotope injected to the patient, while true coincidences increase only linearly with
the radio-isotope concentration. This count rate limitation, along with detector deadtime,

determines the upper limit on the injected radio-isotope dose for many PET studies. In
PET transmission scans, photons that originate from different transmission sources (rod or

ring sources around the patient) cause AC events. The ratio of total AC events to “true”
coincidence events are usually small in transmission scans compared to emission scans.

However, the effect of AC events becomes severe for regions of high attenuation coefficients
such as thorax or abdomen, because projections through such regions result in low true
coincidence rates. These low count rates can easily become comparable to AC rates.

Thus AC events are a primary source of background noise in PET and should be compen-
sated appropriately both for the emission and transmission scans. One can use the “singles”

method [9] for estimating AC events, however this approach is not widely used because of
the necessity for additional hardware and moreover the singles rate often varies during data

acquisition [72]. Although there are other suggested techniques (see Section 2.2.3), because
of hardware, software and data storage limitations (and historical momentum) most PET

centers collect and archive only randoms pre-corrected data. We recommend separate ac-
quisition and storage of delayed coincidences whenever feasible. However, in practice most

PET center archive and use only randoms pre-corrected data. Even most of the latest
commercial PET scanners do not have the option of using prompt and delayed coincidence
data separately in their reconstruction algorithms.

In randoms pre-correction the AC rates are estimated by delayed-window coincidences
and data are pre-corrected for AC events by real-time subtraction1 (see Section 3.1). This

method also has the potential to be applied to electronically collimated SPECT. Real time
subtraction of delayed coincidences compensates for the average of AC events, but destroys

the Poisson statistics [53].
Moreover, negative values can result during the real-time subtraction of delayed coin-

cidences (especially in 3-D PET where counts per each coincidence detector pair can be
very low). These negative values would cause conventional penalized maximum likelihood

algorithms to diverge in emission reconstructions. Setting the negative values to zero al-
leviates this problem but introduces a systematic positive bias in the resulting emission
images [74, 96].

Since the introduction of the ML-EM [26, 61, 81] algorithm for PET, statistical image
reconstruction methods have been based on idealized PET system with Poisson statistical

model, and ignored the effects of AC events. Although, randoms pre-correction method
clearly violates the Poisson statistics of the measurements, this problem has been largely

ignored in the PET SIR literature. Numerous papers have been published simply ignoring

1After the real time precorrection, one usually does not have access to the delayed coincidences separately,
but usually has access to the total delayed coincidences for the whole scan.
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the AC events and the randoms pre-correction. In most of the commercial PET scanners
(with and without SIR image reconstruction tools) image reconstruction is done using ran-

doms pre-corrected data. The purpose of this thesis is to provide accurate statistical models
and image reconstruction techniques for PET measurements with pre-subtracted delayed

coincidences.

1.2 Organization of the Thesis

The organization of the thesis is as follows. In Chapter 2, we describe the PET imaging

system and physics. Different system components and models are explained. Then, image
reconstruction techniques for emission and transmission scans are described.

In Chapter 3 we describe the statistical model for the randoms pre-corrected PET data
and demonstrate how the randoms pre-correction renders data in a non-Poisson way. We
present the probability distribution functions corresponding to the different approximation

methods and compare their central moments with the randoms pre-corrected data. Then
we derive the “exact” log-likelihood of the randoms pre-corrected data for the maximum

likelihood (ML) and penalized maximum likelihood (PML) estimation. Since the exact
log-likelihood is complicated, we develop and compare several approximations to the exact

log-likelihood. For completeness, we first review the data-weighted least squares (WLS)
method and the log-likelihood for the ordinary Poisson (OP) model. Then, we introduce

a new “shifted” Poisson (SP) model [97]. This SP model is based on the idea of matching
both the first and second-order moments of the model to the underlying statistics of the

pre-corrected data. Although both the WLS and SP models match two moments to the
underlying statistics, in the data WLS model the second moment is fixed independent
of the unknown parameters to be estimated (i.e.: the image), whereas in SP model the

moments vary with the measurement model appropriately. This difference is shown to be
a very important difference between the two models and the corresponding log-likelihood

function of the SP model is shown to have better agreement with the exact log-likelihood
than the WLS and ordinary Poisson (OP) models. Then, we introduce a new saddle-point

(SD) approximation [98, 99] for the probability mass function (pmf) of the pre-corrected
measurements. This SD model is based on the idea of making a second order Taylor

series approximation to the exact pmf in the z-transform domain (i.e.: on the probability
generating function) and then carrying out the inverse transform. The corresponding log-

likelihood function to the SD model is shown to have the best agreement with the exact
log-likelihood (compared to all of the previous approximations), and its performance is
shown to be almost identical to the exact log-likelihood method.

In Chapter 4, we first develop maximization algorithms for the SP and the SD methods,
and then present representative performance results from computer simulations and experi-

mental transmission scans [100]. The results show that the WLS method leads to systematic
negative bias in the reconstructed attenuation maps and the OP method results in higher

variance than the proposed SP and SD methods. We also investigate the propagation of
noise from the reconstructed attenuation maps into emission images reconstructed using

the FBP method. Interestingly, the difference in variances in the emission images with the
new methods are shown to be even greater than in the attenuation maps. To corroborate

the empirical studies, we develop analytical approximations to the reconstructed image co-
variance based on the techniques developed in [34]. Using these analytic approximations
we show that the OP method yields more noisy images compared to the proposed methods
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and we use the approximations to explain the negative bias of the WLS method. We also
develop analytical approximations for the propagation of noise from attenuation maps into

reconstructed emission images. The results of the analytic approximations are shown to be
in good agreement with the experimental results.

In Chapter 5 we concentrate on the emission problem. We analyze the concavity of
the proposed objective functions and develop appropriate maximization algorithms to be
used in the image reconstructions with the proposed methods. We show that the proposed

approximations result in reconstructions that are free of systematic bias and lead to images
with less noise compared to the ordinary Poisson (OP) model. Although the SP model

is slightly biased for emission scans with very low count rates, the SD model is free of
any systematic bias and performs almost identically to the exact log-likelihood. Lastly, we

study the bias-variance trade-offs of the models by analyzing how close they perform to the
uniform Cramer-Rao bounds and show that the proposed SP and SD models perform very

close to the uniform bounds as opposed to the ordinary Poisson model.
Finally, Chapter 6 contains conclusions and suggested directions for future research.

1.3 Original Contributions

The original contributions of this research are summarized in the following.

• The statistical model and the corresponding log-likelihood function is derived for
randoms pre-corrected PET measurements.

• A novel approximation to the complicated exact log-likelihood of pre-corrected PET
measurements is introduced [97] based on a “shifted Poisson” (SP) model. The model
is shown to offer improved image quality compared to the conventional WLS and ordi-

nary Poisson (OP) methods through more realistic statistical modeling. The method
is very practical and easy to implement, and requires only negligible increase in com-

putation.

• Another original approximation is introduced [98, 99] based on a saddle-point (SD)
approximation to the probability mass function (pmf) of the pre-corrected PET mea-
surements. The corresponding log-likelihood function has the best agreement with

the exact log-likelihood and it performs almost identically as the exact log-likelihood.

• Concavity of the proposed SP and SD methods are analyzed, and maximization algo-
rithms are developed for PET transmission and emission imaging.

• Through experimental and simulation PET studies [100] and analytic approximations,
it is demonstrated that the new methods offer improved image quality both in emission
and transmission scans.

• Analytic approximations are developed [100] for the covariance of the reconstructed
transmission images and for the propagation of noise from attenuation maps into

reconstructed emission images. The results of the analytic approximations are shown
to be in good agreement with experimental results and support the image quality

improvements of the proposed methods.

• Bias-variance trade-offs of the models are investigated by analyzing how close they
perform to the uniform Cramer-Rao bounds.
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CHAPTER 2

Positron Emission Tomography (PET) Imaging

In positron emission tomography (PET) imaging, 2-D or 3-D tomographic images of

radioactivity distribution within the patient are generated. During emission scans, coinci-
dence events are detected with detector pairs around the patient which indicate a positron-

electron annihilation took place along the line joining the two detectors. The total number
of coincidence events detected by a pair of detectors constitutes a measure of integrated
radioactivity (line integral measurement) along the line or strip (or tube in 3-D) joining the

two detectors. From a complete set of line integral measurements obtained from detectors
at different views surrounding the patient, the activity distribution within the slice or vol-

ume can be reconstructed using tomographic image reconstruction algorithms. Also in PET
transmission scans, after proper operations performed on the data (normalization, log, etc.),

the problem reduces to tomographic image reconstruction from line integral measurements.
We will first review the mathematics of tomographic reconstruction which is based on

an idealized, continuous and noise-free data. Then we will review the PET system physics
and measurement models. Lastly, we will describe statistical image reconstruction (SIR)

methods that accurately take into account the statistics of the noisy measurements in PET.

2.1 Tomographic Image Reconstruction

In this section we will describe the tomographic reconstruction mathematics from ide-

alized, continuous and noise-free line integral measurements. Assume the object to be
reconstructed is represented by a 2-D function f(x, y) as shown in Figure 2.1, where each

line integrated through f(x, y) is parameterized with θ and R as :

pθ(R) =

∫
s∈line

f(x, y) ds (2.1)

=

∞∫
−∞

∞∫
−∞

f(x, y) δ(x cosθ + y sin θ − R) dx dy . (2.2)

This function pθ(R) is called as the Radon transform of the function f(x, y).
The 1-D Fourier transform of the function pθ(R) as a function of R is given by:

Sθ(ν) =

∞∫
−∞

pθ(R) e
−j2πνR dR (2.3)
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Figure 2.1: Object f(x, y) and its projection pθ(R) at angle θ

=

∞∫
−∞

 ∞∫
−∞

∞∫
−∞

f(x, y) δ(x cosθ + y sin θ − R) dx dy

 e−j2πνR dR (2.4)

=

∞∫
−∞

∞∫
−∞

f(x, y) e−j2πν(x cos θ+y sin θ) dx dy . (2.5)

This expression is recognized to be equal to F (ν cos θ, ν sin θ) where F (u, v) is the 2-D
Fourier transform of the original 2-D function f(x, y):

F (u, v) =

∞∫
−∞

∞∫
−∞

f(x, y) e−j2πν(ux+vy) dx dy . (2.6)

This results is called the “Fourier Slice Theorem” [58], which can be stated as: the 1-D
Fourier transform of a projection of an image f(x, y) at an angle θ gives the values of the

2-D Fourier transform of the image along a line at an angle θ in the 2-D Fourier transform
domain.
Thus, if we collect projections of the image at all angles and then perform 1-D Fourier

transform of each projection then we can construct the 2-D Fourier transform of the original
image. And then the image can be reconstructed by simply taking the 2-D inverse Fourier

transform. However in practical implementation 2-D fast Fourier transform (FFT) algo-
rithms require the data to be on a rectangular grid while the projection Fourier transform

gives data only along radial lines. Thus, one usually needs to perform some kind of interpo-
lation from radial lines to rectangular 2-D grid, which usually results in some degradation

especially at high frequencies.
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2.1.1 Filtered Backprojection

A more practical and popular method for tomographic reconstruction is the filtered
backprojection method (FBP) method which can be simply derived by re-writing the pre-
vious equations in a different form. We can write the 2-D inverse Fourier transform of the

image f(x, y) in polar coordinates as:

f(x, y) =

2π∫
0

∞∫
−∞

F (ν, θ) ej2πν(x cos θ+y sin θ) ν dν dθ (2.7)

=

π∫
0

∞∫
−∞

F (ν, θ) |ν| ej2πνR dν dθ , (2.8)

with R = x cos θ + y sin θ.
Then using the Fourier Slice Theorem we substitute the 1-D Fourier transform of the

projection at angle θ i.e.: Sθ(ν) for F (ν, θ) as:

f(x, y) =

π∫
0

∞∫
−∞

Sθ(ν) |ν| e
j2πνR dν dθ (2.9)

=

π∫
0

Tθ(x cos θ + y sin θ) dθ (2.10)

with

Tθ(R) =

∞∫
−∞

Sθ(ν) |ν| e
j2πνR dν. (2.11)

Equations (2.10, 2.11) show that the image f(x, y) can be found by first filtering the pro-
jections with a ramp filter |ν|, and then integrating these filtered projection values at the
coordinate (x cosθ + y sin θ) over all projection angles θ. In practice since there is only a
finite number of projection angles, one uses summations to approximate the integration1

and this operation is called the “backprojection”. This method of image reconstruction
is called filter backprojection (FBP) [50, 58, 70, 80]. For 3-D tomographic reconstruction,
modifications of FBP method [29] or similar methods can be used [24, 25].

As can be seen from its derivation, FBP is a deterministic method that ignores the noise
in the measurements. Its wide use in clinics is due to historical reasons of computational

simplicity despite its suboptimal image quality with noisy data such as in PET. In PET
emission scans (especially for the ones with low count rates) FBP method can result in

excessive noise amplification, streak artifacts and negative reconstruction values (which is
not physically possible). Smoothing or reducing the cut-off frequency of the ramp filter |w|
can reduce the amount of noise in the reconstructed images, but results in loss of resolution.
Next we will review the PET system physics and data measurement models, and we will

describe statistical image reconstruction (SIR) algorithms that accurately take into account
the statistics of the noisy measurements in PET.

1In practice one also needs to perform some interpolation to compute Tθ(x cos θ + y sin θ) for particular
(x, y) values from discrete values of projection Tθ(R).
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2.2 PET Physics and System Description

Although other PET geometries exist, such as hexagonal systems, typical PET systems

consist of a cylindrical ring of detectors as shown in Figure 2.2 [72].

A B C D

Transaxial View

X

X
Section X-X

Figure 2.2: Transaxial view and a cross-section view (Section X-X) of a cylindrical PET
scanner. A) Rod sources for transmission scan, B) Collimators for scatter rejection (septa),

C) Detector crystals, D) Photomultiplier tubes.

The detectors have lead collimators (septa) to shield detectors from any radiation from

upper or lower slices out of field of view2. Many PET scanners can either be operated in
this slice-collimated mode or in fully 3-D mode3.

2.2.1 PET Imaging

An advantage of PET over other nuclear medical imaging systems is the availability
of many positron-emitting radionuclides with low atomic number [13] that can be used as

biologically relevant substances for human body. Frequently used radionuclides in PET are
C-11, N-13, O-15 and F-18. These radionuclides have strong physiological relation to human
body since C, N, O are the major components of organic molecules4. These radionuclides

have short half-lives : 20.3 min. for C-11, 9.9 min. for N-13, 2.0 min. for O-15 and 110 min.
for F-18. Many PET centers have on-site cyclotrons where these molecules are produced

and rapidly coupled to biomolecules.
In PET, the aim is to determine the concentration and location of positron emitting

radio-label in the desired cross section of the human body. When the radio-isotope decays,
it emits a positron which annihilates with an electron after traveling a short distance of a

2Some septa configurations let the collection of coincidence events between neighboring upper or lower
slices as well.

3In fully 3-D mode, septa is removed and coincidence events can be collected by all possible detector
pairs in 3-D.

4Although F is not a major organic component, F-18 is used in FDG studies where FDG is an analog to
true glucose that partially follows part of the metabolism pathway of glucose.
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Figure 2.3: Diagram of a PET detector system with coincidence detection between different
detectors.

few mm.’s. This annihilation of masses creates two γ-ray photons of 511keV (mec
2) which

propagate nearly 180o from one another as shown in Figure 2.3. If two photons are detected

within a coincidence timing window (which is in the order of 10ns), then it is decided that an
annihilation event (true event) has occurred along the line joining the detectors. Summing

such events results in quantities that approximate line integrals through the radio-isotope
distribution (or more truly positron annihilation distribution).

The accuracy of the spatial location of radio-isotope decay detected by detector pairs is
limited by two physical properties: first the angular uncertainty in the direction of emitted
photons (since they do not travel exactly at 180o from one another) and secondly the short

distance traveled by the emitted positron before annihilation with an electron. This distance
is usually a couple millimeters depending on the kinetic energy of the emitted positron for

a given radionuclide [13].

2.2.2 Attenuation

The emitted photons either interact with the body tissue or pass through unaffected.

The interaction of photons with the body occur in the form of photoelectric absorption
(shown as A in Fig. 2.4) or Compton scattering (shown as B and C in Fig. 2.4). The

dominant form of interaction for photons at 511 keV is Compton scattering. Compton
scattering is caused by the collision between γ-ray photon and a loosely bound electron
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in an outer shell [64]. When the photon interacts with an electron, its path is deflected
and it loses some energy. Most of the scattered photons are scattered through an oblique

angle from the plane of detectors resulting undetected5 and this reduction in the number
of photons (that would otherwise reach the detectors) is called “attenuation”.

Attenuation in PET

B

C

A

Figure 2.4: Different forms of attenuation in PET: A) Photoelectric absorption, B) Single

scattering, C) Multiple scattering.

Assume that there has been an annihilation event at the point S in Figure 2.5 and two

γ-ray photons γ1 and γ2 are released towards detectors D1 and D2 respectively. Because of
attenuation according to Beer’s law, the probability of γ1 reaching D1 and γ2 reaching D2
are given by P1 and P2 respectively as follows:

P1 = e
−
∫ L1
L
µ(x)dx , P2 = e

−
∫ L
L2
µ(x) dx

,

where µ(x) is the linear attenuation coefficient at 511 keV as a function of position along

the line joining two detectors. The probability that this particular annihilation event will
be recorded, i.e. both photons will be detected is called “survival probability” [58] and it

is given by:

Ps = P1 P2

= e−
∫ L1
L
µ(x) dx e

−
∫ L
L2
µ(x)dx

= e
−
∫ L1
L2
µ(x) dx

.

This result shows that survival probability is same independent of the position of the anni-

hilation along the line joining D1 and D2 and it is equal to the attenuation that a photon
beam of 511 keV would experience while propagating from L1 to L2. Therefore in PET it is

5In septaless 3-D PET, considerable portion of scattered photons can be detected by detectors at upper
or lower slices.
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possible to correct for attenuation by the use of transmission scans with external radio-active
sources which will be described later.

γ1L

L

L2

1

Coincidence
Detector

D1

D
2

S

γ2

Figure 2.5: Photons γ1 and γ2 are attenuated through distances L1−L and L−L2 respec-
tively.

2.2.3 Accidental Coincidence Events

D

D 2

1

AC event

Coincidence
Detector

Figure 2.6: Diagram of an Accidental Coincidence event

Accidental coincidence (AC) events (or random coincidences) occur when photons that
arise from separate annihilations are mistakenly recorded as having arisen from the same

annihilation as shown in Figure 2.6. Most of the scattered photons leave the detector plane
undetected and even if a photon makes it to the detector the detection at the scintillation

crystal occurs with a probability less than one. Thus for many of the annihilation events
only one of the photons will be detected. These events are called “singles”. AC events

occur when two singles event from separate annihilations are recorded by two detectors
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in the same coincidence window, so that they are mistakenly recorded as true coincidence
events. In PET measurements, AC events are a primary source of background noise and

usually 5% to 50% of the detected events are AC events.
Let Ri and Rj be the singles rate at detector i and j respectively and let τ be the duration

of the coincidence timing window. For each single event at detector i, on the average τRj
events will be detected at detector j. Thus the rate of AC events between detector i an j
with first photon detected at detector i is τRiRj. With the similar argument for AC events

with first photon detected at detector j, the rate of AC events between detector i and j is
given by:

RAC = 2τRiRj . (2.12)

Singles rate are proportional to the amount of radio isotope injected to the patient.

Thus in PET AC rate is proportional to the square of the amount of isotope in the field of
view, while true coincidences are only linearly proportional to the amount of radio-isotope.

This count rate limitation, along with detector deadtime, determines the upper limit on the
injected radio isotope dose for many PET studies.

If one has access to singles measurements of each detector then (2.12) can be used to
estimate the mean of AC events [9,69]. However this approach (singles method) is not widely

used because of the necessity for additional hardware6. Mumcuoglu et. al. have developed a
Bayesian estimation method to compute the mean of randoms with a method that requires

the knowledge of the intrinsic detector efficiencies for the AC events [68]. However, working
with experimental data they found that the intrinsic detector efficiencies for AC events
are different than those for true coincidences, which limited the practical utility of their

method [69]. Moreover, the singles rate will vary during data acquisition [72], and this is
not modeled by (2.12).

The arrival time of photons due to AC events are uniformly distributed locally7 in time
while those of true coincidences fall within the timing window. Thus a simple method that

is used in practice is to collect data in a second coincidence timing window that is offset in
time (beyond resolution of the true coincidence timing window) such that it collects no true

coincidences. This method yields data with approximately the same mean as AC events in
true coincidence window, since the singles events are distributed uniform locally in time.

This method has the advantage over the singles method that one does not need to consider
the difference in detector efficiencies between singles events and true coincidence events.
Moreover, this method is simple to implement and it can be performed in hardware before

the data is stored. And lastly, the method appropriately takes into account the temporal
variations in the AC events during data acquisition. Therefore, in most PET scans, the AC

rates are estimated using delayed-window coincidences and the data are precorrected for
AC events by real-time subtraction. Real-time subtraction of delayed window coincidences

compensates in mean for AC events but destroys the Poisson statistics [53]. To avoid this
problem, one needs to maintain the coincidence and randoms measurements as two separate

sinograms [74]. If one could collect separate sinograms for the randoms measurements,
then one could consider jointly estimating the AC means and the PET image (emission or

6In most PET scanner singles rate is available for each detector block, but the individual singles rate for
each detector element is not.

7While AC rates can be well modeled as uniformly distributed locally in time, they vary during the whole
scan duration due to radio-active decay. Thus real-time subtraction of delayed coincidences compensates for
the AC events appropriately. However, other methods such as the “singles” method does not compensate
for the low frequency variation of AC events during the scan duration.
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transmission) from the two separate sinograms. Or, one could exploit spatial smoothness
of the AC events to estimate the AC means from the delayed coincidences and then use

these estimates in the ML estimation [74]. However even if a PET system allows one to
collect randoms (delayed coincidences) sinogram separately, this process would double the

storage space for the acquired data. In practice because of software, hardware and data
storage limitations (and historical momentum), most PET centers collect and archive only
the randoms precorrected data. Even most of the latest commercial PET scanners do not

have the option to use randoms separately in their image reconstruction algorithms but use
randoms pre-corrected data instead.

2.2.4 Scattered Events

Although most of the scattered photons leave the detector ring undetected, some of them
are still detected in coincidence with their photon pairs. These events are mispositioned

because photon paths are not collinear.
Scattered photons lose some of their energy through Compton interaction, thus “energy

discrimination” can be used at the detector to reject a significant portion of the scattered
photons. There has been work in terms of estimating and rejecting the scattered events

[57, 69, 71]. In our models we assume that the mean of scattered events is known.

2.3 System and Measurement Model

The photons generated by radioactivity decay follow a Poisson process. In PET the gen-

erated photons are detected with a probability less than one due to attenuation, detector
efficiency etc., all of which can be well modeled as Bernoulli process. Moreover, a Poisson

process which is “thinned” by independent Bernoulli trials remains Poisson [64]. Since PET
measurements are based on a counting process (both emission and transmission scans) and

since the emitted photon pairs are uniformly distributed in all directions in 3-D, a reason-
able model for the collected measurements is independent Poisson probability distribution
function (pdf). Although in practice the measurement distributions are not exactly Poisson

because of detector deadtime, they can still be very well modeled as Poisson [102]. However,
if data is processed with randoms subtraction (for AC correction) then the measurements

are no longer Poisson distributed as explained in detail in Chapter 3. In this section we will
describe the system model and the models for the mean of the collected measurements for

emission and transmission scans.

2.3.1 Emission Scan

As mentioned earlier, the aim in PET is to obtain an estimate of the spatial distribution

of the radio-isotope λ(x) inside the body. Since there are finite number of detectors, usually
λ(x) is represented by a finite parameterization:

λ(x) =
P∑
j=1

λjbj(x) (2.13)

where λj is the unknown mean radioactivity in the jth voxel and bj(x) is the indicator

function with the jth voxel as its support.
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The mean of the nth detector pair measurement can be written as:

ȳn(λ) =
P∑
j=1

gnjλj + s
E
n (2.14)

where sEn denotes the mean of the scattered events detected by nth detector pair and

gnj = cnanj denotes the contribution of the annihilations in the jth voxel to the nth detector
pair measurements with cn denoting detector dependent factors such as calibration factors

for scan time, attenuation factors, detector efficiencies and deadtime correction factors, and
anj is the geometric contribution of the jth voxel to the nth detector pair

8 which can be

computed as shown in Figure 2.7.

n th detector pair

j th pixel nj
a

Figure 2.7: Geometric system model showing the contribution of jth pixel to the nth
detector pair.

The classical method used to reconstruct λj parameters from the projection measure-

ments is filtered backprojection (FBP) method. Although FBP is computationally simple,
it is derived without any statistical information and results in noisy images compared to

statistical image reconstruction methods. For PET many authors have proposed algorithms
based on the assumption that the measurements have Poisson distribution with the given

mean (2.14). However as described in Chapter 3, real time correction for random coinci-
dences renders the data non-Poisson. Thus, Poisson distribution idealization ignores the
AC events precorrection, and we will refer to this approach as “ordinary” Poisson (OP)

model.
As mentioned earlier, to get accurate images using PET, one needs to correct for the

effects of attenuation. For this purpose, a transmission scan is performed prior to emission
scan which will be described next.

8In transmission scans for notational simplicity we use the same notation anj (2.15) for the geometric
factor that represents the contribution of the attenuation factor of jth pixel to the total attenuation in nth
detector measurement. And we assume proportionality constants between emission (2.14) and transmission
(2.15) scans can be included in cn factors.
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2.3.2 Transmission Scan

To compute accurate estimates of the radioactivity distribution within a patient using
positron emission tomography (PET), the effects of attenuation should be taken into ac-
count in a quantitative manner. One simple method for attenuation correction is the use

of geometrical shapes, namely finding the edge contours and then using the contour infor-
mation to find the attenuation length of each projection or line integral, for subsequent

correction of the emission data. In this method, attenuation coefficients are customarily as-
sumed to be constant within the boundary. A more accurate method is to use transmission

scan information obtained through external positron sources surrounding the patient. Most
PET centers have adopted a measured attenuation correction method where one precedes

the emission scan with a transmission scan that measures the unique attenuation charac-
teristics of each patient over the slice of interest [55]. PET and SPECT transmission scans

are measurements of the correction factors rather than being the primary medical interest.
Thus it is desirable to minimize the durations of transmission scans. Short scans suffer from
statistical noise, leading to unwanted errors in the reconstructed emission image [66, 69].

Smoothing of the transmission data before computing the attenuation correction factors
leads to resolution mismatch between transmission and emission data [10, 11].

In practice, reconstruction of attenuation maps requires a finite dimensional represen-
tation of the image. We assume that the images can be adequately represented as a set of

pixels, each with constant linear attenuation coefficient µj . If we let µ = [µ1, . . . , µP ]
′ denote

the vector of unknown linear attenuation coefficients (having units of inverse length), then

the total attenuation between nth detector pair is determined by the sum of the attenuation
coefficients µj multiplied by their respective area (or volume in 3-D) of intersection anj with

the nth projection strip (as shown in Figure 2.7), i.e.: the total attenuation between nth
detector pair is

ln(µ) =
P∑
j=1

anjµj , (2.15)

again, the anj ≥ 0 factors have units of length and describe the tomographic system geom-
etry. Then, the mean of the nth detector pair measurements in the transmission sinogram
is approximately

ȳn(µ) = bne
−ln(µ) + sTn (2.16)

where the bn > 0 factors denote the blank scan counts and s
T
n factors denote the mean of

the transmission scattered events.
The conventional method for attenuation correction in PET using measured transmis-

sion scans consists of two steps: first compute attenuation correction factors from the ratio

of blank scan9 measurements to the transmission scan measurements; then multiply the
emission measurements by attenuation correcting factors in sinogram space. Therefore of-

ten no attenuation map is needed. However, there are several reasons why reconstruction of
an attenuation map can be important. First, correction factors based on the ratio of blank

scan and transmission scan measurements provide noisy and biased estimates of the true
attenuation correction factors. Reconstruction of an attenuation map, followed by repro-

jection, can improve the accuracy of the estimated correction factors provided additional

9A blank scan is a transmission scan without the patient in the scanner that is acquired for the purpose
of calibrating the measurements.
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information, in the form of statistical model for the data, is introduced [66, 69]. There
are other advantages of reconstruction of the attenuation map. For example, if the pa-

tient moves between the transmission and emission scans, they can be re-registered before
reprojection for the computation of the attenuation correction factors. In addition, the

attenuation maps provide anatomical landmarks that are often not visible in the emission
images [2]. Finally, 2-D attenuation maps can be used for reprojection to form 3-D attenu-
ation correction factors in septaless PET [12,67,90] and also attenuation maps can be used

for quantitative SPECT [65].
The conventional method for reconstructing attenuation maps from transmission mea-

surements consists of two steps: first compute the logarithm of the ratio of the blank scan
to the transmission scan, which gives a noisy estimate of the line integral of the attenua-

tion distribution along each measurement ray. Then reconstruct the attenuation map by
applying the filtered backprojection (FBP) method. As shown by Fessler [32], FBP and data

weighted least-squares methods lead to systematic biases at low count rates. To eliminate
this bias problem, one can use statistical methods which require no logarithm [32].

In transmission scans the photons that originate from different transmission sources (ring
sources [52] or rotating rod or sector sources [89] around the patient) cause AC events. The
ratio of total AC events to “true” events is usually small in transmission scans compared

to emission scans. Nevertheless, the effect of AC events becomes severe for regions of
high attenuation coefficients, because projections through such regions result in low true

coincidence rates. These low count rates can become comparable to AC rates. Similar
to emission scans, the real time correction of AC events destroys the Poisson statistics of

the transmission scan measurements. Thus statistical image reconstruction methods which
assume pure Poisson statistics (OP models) are suboptimal.

2.4 Statistical Image Reconstruction Methods

Next we will describe statistical image reconstruction algorithms that accurately take
into account the statistics of the noisy measurements in PET.

2.4.1 Maximum likelihood

The Poisson nature of photon emission process invites statistical signal processing tech-

niques for image reconstruction. For statistical image reconstruction (SIR) one needs an
objective function which measures how well the data fits to the parameterized model. The
estimation solution is the parameter vector that maximizes the objective function. In max-

imum likelihood (ML) estimation, one chooses the parameter values that maximizes the
probability density function (pdf) after the observed value of the data is substituted into

the pdf, which is also referred as likelihood function of our data, i.e.: in emission case the
ML estimate is:

λ̂ = arg max
λ≥0

p(y; λ)

= arg max
λ≥0
log p(y; λ)

where p(y; λ) is the probabilitymass function (pmf) of projectionmeasurement y = [y1 . . . yN ]
which includes λ as a parameter and log p(y; λ) = L(y; λ) is called log-likelihood.

As mentioned previously, for emission and transmission tomography the conventional
method (OP) is to assume the measurements are Poisson distributed with means ȳn(λ)
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(2.14) and ȳn(µ) (2.16) respectively. Although this method ignores the real time correction
for random coincidences (which renders the data non-Poisson) many authors have proposed

algorithms based on this assumption. The corresponding OP log-likelihood function for
emission tomography is:

LOP(λ) =
N∑
n=1

yn log ȳn(λ)− ȳn(λ). (2.17)

This function is concave for yn ≥ 0. However, the real-time correction of the data can
lead to some negative values in the precorrected data, thus one needs to zero-threshold
the measurements to guarantee convergence to a unique maximum. The effects of zero
thresholding in the resultant image is discussed in Section (4.8.4).

There is no closed form expression for the maximizer λ̂ = arg max
λ≥0

LOP(λ). Moreover

the large size of the system matrix A = {gij} makes it computationally impractical even to
compute the linear least square estimate directly. Thus one needs to use iterative methods

for computing λ̂.
One simple approach is to apply coordinate-ascent directly to LOP(λ). Equating the

partial derivatives to zero:

∂

∂λk
LOP(λ) = −

N∑
n=1

gnk +
N∑
n=1

gnk
yn∑

j gnjλj + s
E
n

= 0 , k = 1, . . . , P

it is seen that this equation has no analytic solution. A line search method would evaluate
the above expression multiple times, which would be computationally expensive.

Since the introduction of EM algorithm for tomography [61, 81] , it has been used
widely for ML tomographic reconstruction. In this method, the observed measurements

are supplemented with a complete (unobserved) data space. Then at each iteration one
calculates the conditional expectation of the complete data space (E step) and analytically

maximizes the expectation with respect to unknown parameters (M step). EM algorithm
results in the following iteration for each λk (k = 1, . . . , P ):

λi+1k =
λik∑
n gnk

N∑
n=1

gnkyn∑
j gnjλj + s

E
n

, i = 1, 2, . . . (2.18)

This EM algorithm converges globally if initialized with a non-zero image, but convergence
rate is usually very slow [37, 61].

2.4.2 Penalized Maximum Likelihood

As image reconstruction is inherently ill conditioned, the maximizer of the log-likelihood
(2.17) is excessively noisy [84]. To address this problem, several methods have been pro-
posed: aborting the iterations before convergence [94], post-smoothing the ML image (which

is a special case of method of sieves) [84], and adding a roughness penalty to the log-
likelihood function (penalized ML). Penalized ML (PML) can also be viewed as a maximum

a posteriori (MAP) estimate with Gauss-Markov prior [45,47]. PML method was shown to
yield better results than post-smoothing [8]. Moreover, with post-smoothing the problem

of slow convergence of the EM algorithm still remains, whereas PML algorithms converge
more rapidly because the penalty function improves the conditioning of the reconstruction
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problem. And lastly, PML method enables one to include space-variant penalties reflecting
the prior anatomical boundary information. The PML objective function can be written

as:

Φ(λ) = LOP(λ)− βR(λ) ,

where β controls the level of smoothing and R(λ) is the roughness penalty. For reducing
noise, the usual penalty which discourage neighboring pixels from having disparate values

is:

R(λ) =
1

2

∑
j

∑
k∈Nj

wjk ψ(λj − λj) (2.19)

where Nj is neighborhood of pixels near pixel j and ψ(x) is a symmetric convex function
and wjk = wkj. The quadratic penalty of ψ(x) =

1
2x
2 leads to oversmoothing while non-

quadratic penalties require additional parameters to be specified. Ordinarily, wjk = 1 for

horizontal and vertical neighboring pixels, wjk =
1√
2
for diagonal neighboring pixels and

wjk = 0 otherwise. These choices of wjk’s result in shift-invariant penalty, i.e.: R(λ) is
independent of the translations of the image. Fessler and Rogers [43] showed that the

penalties of the form (2.19) with conventional choices of wjk = 1’s result in nonuniform
resolution in the reconstructed images. Their analysis demonstrates that the influence

of the smoothing penalty for a given pixel depends on the noise variance of the detector
measurements whose rays intersect with that given pixel. This effect results in a different

“effective” smoothing parameter for each pixel.
To achieve uniform (shift invariant) resolution Fessler and Rogers developed the modified

quadratic penalty [43]:

R(λ) =
1

2

∑
j

∑
k∈Nj

wjk κj κk ψ(λj − λj) (2.20)

with

κj = sj

√∑
n

anj qn(λ)/
∑
n

a2nj , (2.21)

qn(λ) =
c2n

ȳn(λ)
(2.22)

and gnj = cnanjsj such that cn’s represent ray dependent factors (attenuation, detector
efficiency and deadtime, etc.), anj ’s represent object-independent geometric response (Fig-

ure 2.7) and sj’s represent pixel-dependent factors (such as spatial variation in sensitivity).
For practical implementation of qn(λ)

10 a data (i.e.: yn) estimated form of (2.22) is sug-
gested as:

q̂n =
c2n

max{yn, 10}
(2.23)

10For the “prompt” (PR) and “shifted Poisson” (SP) models that are explained in Chapter 3, qn(λ) can

be shown to be equal to
c2n

ȳn(λ) + rn
and

c2n
ȳn(λ) + 2rn

respectively with rn’s denoting the mean of AC events.
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where maximization ensures that the denominator is not very close to zero. Then qn(λ)
term in (2.21) is replaced with q̂n which is then used in R(λ). The κj terms in the penalty

function R(λ) (2.20) cancel out the data dependence of the image resolution at different
spatial locations resulting in approximately space invariant (uniform) resolution.

For the transmission scans the qn(λ) is simply replaced with
11 :

qn(µ) = ȳn(µ) . (2.24)

For the PML case, EM algorithm is more difficult to apply. This is because the max-
imization step of EM has no closed form due to the coupling of the penalty term. Gen-

eralized EM (GEM) [48] replaces the true maximization step of EM with a few iterations
of coordinate-ascent method. An alternate approach is the simultaneous update algorithm

by De Pierro [20, 21] which is more parallelizable than GEM and it is globally convergent.
This method decomposes both the log-likelihood and the penalty function using the con-
vexity principle. De Pierro showed that decomposition of the log-likelihood using convexity

principle can be used to derive EM algorithm instead of using a statistical framework [20].
One step late (OSL) method of Green [46] overcomes the problem of coupled equations at

each iteration by substituting the parameter estimates from the previous iteration into the
derivative of the penalty. However this method is not guaranteed to converge, thus one needs

to include a line search [60]. Although conjugate gradient methods have rapid convergence
for quadratic optimization, usually one needs some form of preconditioner and enforcing

non-negativity of the solution is possible but difficult [68]. Space alternating generalized
EM (SAGE) [40–42] is a generalized EM type algorithm which updates parameters sequen-

tially by alternating between small hidden-data spaces [41]. As SAGE uses separate hidden
data spaces for each parameter, not only the maximization is simplified but convergence
rate is also improved compared to EM. SAGE was shown to converge faster than many

other monotonic algorithms [40] due to its sequential nature. Moreover, sequential updates
of SAGE can handle non-negativity constraints easily. The recently developed paraboloid

surrogates algorithm of Fessler and Erdoğan [28,38], which uses optimum curvatures for the
parabolic surrogate functions at each iteration, was shown to converge even faster than the

SAGE method.
The OPmodel is suboptimal for randoms precorrected measurements. The data weighted

least squares (DWLS) [31], which is another suboptimal method based essentially on a
quadratic approximation to the log-likelihood, can be used as an alternative to OP model.

For DWLS objective function Bouman and Sauer have proposed a sequential coordinate-
ascent (Gauss Seidel) method [5,6]. The convergence rate of the sequential Gauss Seidel al-
gorithm was analyzed by Sauer and Bouman using a novel frequency analysis method [7,79].

Gauss Seidel is a special case of successive over-relaxation (+SOR) algorithm. +SOR
was applied to emission reconstruction and the convergence properties were analyzed by

Fessler [31]. Unlike simultaneous update methods, for sequential iterative methods the
“update order” of the image pixels affects the convergence rate of the algorithm [7, 31, 79].

In Appendix A, we have analyzed the effects of different update orders on the convergence
rate properties of the sequential algorithm, as a function of spatial frequency. Although the

analysis is carried out for DWLS objective function, one can expect to extend the results
to other sequential algorithms like SAGE.

11For the transmission case qn(µ) can be shown to be equal to
(ȳn(µ) − rn)

2

ȳn(µ)
and

ȳn(µ)
2

ȳn(µ) + 2rn
for the PR

and the SP models respectively with rn’s denoting the mean of AC events.
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For transmission tomographic reconstruction, EM does not result in closed form ex-
pressions even for ML case [61]. Lange has adopted De Pierro’s convexity method to the

transmission problem, which uses a simultaneous update [59, 62]. Although DWLS model
leads to systematic bias for transmission image reconstruction for low count scans [32, 34],

sequential coordinate ascent methods for DWLS were shown to converge rapidly [32, 79].
However, these methods require the computation of the exponential of the system matrix
at each iteration, which is computationally expensive. Moreover these algorithms are not

easily parallelizable. Grouped coordinate ascent (GCA) algorithms were suggested [39]) as
an alternative to balance the convergence rate and computation per iteration. This method

updates pixels in groups which reduces the number of operations per iteration. On the
other hand, by choosing pixels in each group well separated spatially, the algorithm does

not suffer from slow convergence. GCA uses modifications of De Pierro’s convexity method
to compute additively separable surrogate functions. At each iteration within each group

a few subiterations of 1D Newton-Rapson method are performed which results in mono-
tonic increase in the log-likelihood. GCA method was shown to have fast convergence in

terms of computation time, easily accommodate a nonnegativity constraint, and is easily
parallelizable.
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CHAPTER 3

Exact Log-Likelihood and Approximations

3.1 Measurement Model

The statistical model describes the distribution of each measurement about its mean,
and consequently determines a measure of similarity between the actual measurements

and the calculated projections (2.16). Since the introduction of an ML-EM [26, 61, 81]
algorithm for PET, statistical image reconstruction methods have been based on idealized

PET systems with a Poisson statistical model, and ignored the effects of AC events. Several
papers have attempted to incorporate AC effects into the Poisson framework for emission

tomography [69, 74].
AC rates can be shown to be equal to the multiplication of singles rate and twice the

coincidence timing window length as described in section (2.12). However this approach
(singles method) [9, 69] is not widely used because of the necessity for additional hard-
ware (since singles rate is not directly available for most PET scanners). Also, methods

that require the knowledge of the intrinsic detector efficiencies have limited practical use,
since the intrinsic detector efficiencies for the AC events are different than those for the

true coincidences [68, 69]. Also, the singles rate can often vary during the course of data
acquisition [72].

In conventional PET scans, the data are precorrected for the AC events by real-time
subtraction of the delayed-window coincidences [53]. The system detects coincidence events

during two time windows: “prompt” window and “delayed” window. For each coincidence
event in the prompt window, the corresponding sinogram bin is incremented. The statistics

of these increments should be well approximated by a Poisson process [102]. However, for
coincidence events within the second delayed window, the corresponding sinogram bin is
decremented, so the resultant “precorrected” measurements are not Poisson. Since prompt

events and delayed events are independent Poisson processes [102], the precorrected mea-
surements1 correspond to the difference of two independent Poisson random variables with

variance equal to the sum of the means of the two random variables. In other words, ran-
doms subtraction compensates in mean for the AC events, but it also increases the variance

of the measurement by an amount equal to the mean of the AC events.
As mentioned previously the mean of the projection measurements are ȳn(λ) (2.14)

and ȳn(µ) (2.16) for emission and transmission tomography respectively. In the following

1Although after real time precorrection one does not have access to the delayed events separately, usually
total number of AC events is available at the end of the scan. This information can be used with our
proposed methods described in later sections.
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analysis we will use a general notation for both transmission and emission tomography with
θ = [θ1, . . . , θp]

′ denoting the vector of unknown parameters to be estimated and ȳn(θ)

denoting the mean of precorrected measurements. We will emphasize the difference in
formulations for transmission and emission tomography whenever it occurs.

Let Y = [Y1, . . . , YN ]
′ denote the vector of the precorrected measurements where “ ′ ”

denotes vector and matrix transpose. The precorrected measurement for the nth coincidence
detector pair is:

Yn = Y promptn − Y delayn , (3.1)

where Y promptn and Y delayn are the number of coincidences within the prompt and delayed

windows, respectively. We assume that Y promptn and Y delayn are statistically independent
Poisson random variables [102] with means ȳpn and ȳ

d
n respectively as:

E
{
Y promptn

}
= ȳpn(θ) = ȳn(θ) + rn (3.2)

E
{
Y delayn

}
= ȳdn = rn, (3.3)

where the rn ≥ 0 factors denote the mean of AC events.
Since Y promptn and Y delayn are statistically independent and Poisson:

E {Yn} = ȳpn(θ)− ȳ
d
n = ȳn(θ),

Var {Yn} = ȳpn(θ) + ȳ
d
n = ȳn(θ) + 2rn.

To illustrate the inaccuracy of the ordinary Poisson measurement model for Yn’s, we

have performed a small Monte Carlo simulation similar to [31]. The circles in Fig. 3.1
show a simulated histogram for Yn generated by a pseudo-random number generator in

accordance with the distribution described above (for 300,000 realizations) where ȳpn = 8 and
ȳdn = rn = 1 (corresponding to 12.5% randoms). Fig. 3.1a shows the approximation based

on Gaussian distribution model with mean (ȳpn− ȳ
d
n) and variance (ȳ

p
n+ ȳ

d
n). Fig. 3.1b shows

the ordinary Poisson (OP) model where approximation is based on a Poisson model with
mean (ȳpn−ȳ

d
n), the ideal mean. Fig. 3.1c shows the approximation based on a Poisson model

with mean (ȳpn+ ȳ
d
n) and then shifted by −2ȳ

d
n: so that resultant approximation corresponds

to a model with mean and variance that match both first and second order moments of Yn.

This approximation corresponds to our proposed “shifted” Poisson (SP) model and it has
a better agreement with the precorrected measurement Yn than the previous two models.

Lastly, Fig. 3.1d shows the Saddle Point (SD) approximation (with best agreement with
the exact distribution) which will be introduced in section 3.4.

To make the comparison between different models and the exact distribution more quan-
titative, we computed different order moments of each model and displayed the results in

Table (3.1). We also computed the exact moments of the pre-corrected distribution based
on Romani’s [78] method as described in [56, p. 191-192]. It is seen that the OP model only
matches the mean and 3rd order central moment of the exact distribution. The Gaussian

model matches mean , variance and partly 4th order central moment, while resulting in zero
3rd and 5th central moments. The SP model matches the mean and variance, and partly the

higher order moments. Lastly, the SD method that will be introduce in section 3.4 matches
all moments fairly accurately. More importantly, as it will be shown in sections 3.3 and 3.4,

the second moments (variance) of the SP and the SD models change with θ appropriately,
while the variance of Gaussian model is “fixed” independent of θ.
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Moments Exact (Theory) Exact Gaussian OP SP SD
Mean 7 7.00 7.00 7.00 7.00 7.00

Variance 9 9.00 9.00 7.00 9.00 9.00

3rd Cent. Moment 7 6.98 0.00 7.00 8.99 6.98
4th Cent. Moment 252 252.3 242.9 154.0 251.9 252.3

5th Cent. Moment 637 631.5 0.000 497.0 817.8 638.7

Table 3.1: Sample mean, variance and 3rd, 4th, 5th order central moments of different models

compared with those of the exact distribution.
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c) Shifted Poisson fit ~ Poisson(yp+yd) − 2yd
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d) Saddle Point fit ~ Saddle Point Apprx.

Figure 3.1: Comparison of Gaussian, ordinary Poisson, shifted Poisson and Saddle Point
models (-) (with the moments matched to the moments of precorrected measurements),

with the empirical distribution (o) of precorrected measurements. From top to bottom:
a) Gaussian model. b) Ordinary Poisson (OP) model. c) shifted Poisson (SP) model. d)
Saddle Point (SD) approximation that will be introduced in section 3.4.
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3.2 Exact Log-Likelihood

In this section we will derive the probability distribution and log-likelihood for the

randoms pre-corrected measurements. Let y = [y1, . . . , yN ]
′ be a realization of statistically

independent random variables Y given in (3.1). Under the usual assumption of independence

between different rays, one can express the exact distribution of Y using total probability:

P (Y = y; θ) =
N∏
n=1

P (Yn = yn; θ) (3.4)

=
N∏
n=1

∞∑
m=0

P (Yn = yn | Y
delay
n = m; θ) P (Y delayn = m)

=
N∏
n=1

∞∑
m=0

P (Y promptn = yn +m; θ) P (Y
delay
n = m).

(3.5)

Since, both Y promptn and Y delayn are statistically independent and Poisson distributed:

P (Y = y; θ) =
N∏
n=1

∞∑
m=b−ync+

[ȳpn(θ)]
yn+m e−ȳ

p
n(θ)

(yn +m)!

rmn e
−rn

m!
, (3.6)

where bxc+ = x if x > 0 and is 0 otherwise.

3.2.1 Infinite Summation Form of Exact Log-Likelihood

Using the pmf distribution (3.6) the exact log-likelihood for θ can be written as:

L(θ) = logP (Y = y; θ)

=
N∑
n=1

log

 ∞∑
m=b−ync+

[ȳpn(θ)]
yn+m

(yn +m)!

rmn
m!

 − (ȳpn(θ) + rn). (3.7)

3.2.2 Bessel Function Form of Exact Log-Likelihood

The infinite summations form of the pmf (3.6) of the difference of two Poisson random

variables can also be expressed using modified Bessel functions [19, 82]. In this section we
describe this type implementation of the exact log-likelihood. Since numerical approxi-
mations to Bessel functions are available in many programming libraries, this alternative

implementation of exact log-likelihood may be useful in some applications.
The exact log-likelihood function (3.7) can be written as:

L(θ) =
N∑
n=1

log (vn(ȳ
p
n(θ), rn))− (ȳ

p
n(θ) + rn), (3.8)

with

vn(ȳ
p
n(θ), rn) =



∞∑
m=0

[ȳpn(θ)]
yn+m

(yn +m)!

rmn
m!
, yn ≥ 0

∞∑
k=0

[ȳpn(θ)]
k

k!

rk−ynn

(k − yn)!
, yn < 0 .

(3.9)
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For rn = 0, the exact log-likelihood equals to the trivial OP log-likelihood (3.20), thus
in the following we concentrate on the case where rn > 0. For yn ≥ 0, from (3.9):

vn(ȳ
p
n(θ), rn) = ȳpn(θ)

yn
∞∑
m=0

(−1)m
(
2i
√
ȳpn(θ) rn
2

)2m
m! (m+ yn)!

=

1
i

√
ȳpn(θ)

rn

yn 2i
√
ȳpn(θ) rn

2

yn ∞∑
m=0

(−1)m
(
2i
√
ȳpn(θ) rn
2

)2m
m! (m+ yn)!

=

1
i

√
ȳpn(θ)

rn

yn Jyn (2i√ȳpn(θ) rn) , (3.10)

where i =
√
−1 and Jn(.) is the Bessel function of the first kind of order n:

Jn(β) =
∞∑
m=0

(−1)m
(
β
2

)n+2m
m! (m+ n)!

(3.11)

=

(
β

2

)n ∞∑
m=0

(−1)m
(
β
2

)2m
m! (m+ n)!

. (3.12)

Note that the argument of the Bessel function in (3.10) is complex — a feature not available
in many Bessel programming subroutines.

For yn < 0, from (3.9) :

vn(ȳ
p
n(θ), rn) = r−ynn

∞∑
k=0

(−1)k
(
2i
√
ȳ
p
n(θ) rn
2

)2k
k! (k − yn)!

=

(
1

i

√
rn

ȳpn(θ)

)−yn 2i
√
ȳpn(θ) rn

2

−yn ∞∑
k=0

(−1)k
(
2i
√
ȳpn(θ) rn
2

)2k
k! (k − yn)!

=

(
1

i

√
rn

ȳpn(θ)

)−yn
J(−yn)

(
2i
√
ȳpn(θ) rn

)
. (3.13)

Thus, using (3.10) and (3.13) we can rewrite vn(ȳ
p
n(θ), rn) as:

vn(ȳ
p
n(θ), rn) =



1
i

√
ȳ
p
n(θ)

rn

yn Jyn (2i√ȳpn(θ) rn) , yn ≥ 0(
1

i

√
rn

ȳpn(θ)

)−yn
J(−yn)

(
2i
√
ȳpn(θ) rn

)
, yn < 0.

(3.14)

In our PET simulations and experimental studies for the exact log-likelihood we use the
above implementation interchangeably with the truncated implementation (of the infinite
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summations) of the exact log-likelihood (3.7). However, one must be careful about the
numerical stability of the above Bessel function implementation since the power term (.)yn

and the Bessel term Jyn(.) increase very quickly with yn.
Since the exact log-likelihood function is complicated because of the infinite summa-

tions (3.7) and complex Bessel functions (3.8), (3.14), in the light of the Monte Carlo
simulations that we have performed previously, the following two sections develop tractable
yet accurate approximations to L(θ).

3.3 Simple Approximations to the Likelihood

In this section, we first review the conventional approximations to the exact log-likelihood
L(θ): the weighted least square (WLS) model and the conventional OP model. Then we

introduce the new shifted Poisson SP model [97].

3.3.1 Quadratic Approximations

The conventional quadratic approximation to the exact log-likelihood function results
in the weighted least squares objective function LWLS(θ). As mentioned in [56, p. 192],

Fisz [44] also analyzed the difference between the Gaussian distribution and the pmf of
difference of two Poisson random variables.

Weighted Least Squares with Data Weighting

For transmission tomography the data-weighted least squares (DWLS) objective func-
tion is [32, 79]:

LWLS(µ) = −
1

2

N∑
n=1, yn>sTn

(ln(µ)− l̂n)
2 1

σ̂2ln
, (3.15)

where l̂n = log
(
bn

yn−sTn

)
is the method-of-moments estimate of the line integral of the atten-

uation ln(µ) and σ̂
2
ln
= yn+2rn
(yn−sTn )

2 . The nth weighting factor σ̂
2
ln
is a data estimated variance

of l̂n(yn) based on a second-order Taylor expansion around l̂n(ȳn) (Appendix B). This

weighting is critical for the DWLS method. The errors corresponding to projections with
large values of yn are weighted more heavily. These projections pass through less dense

regions and consequently have higher SNR values. Rays where yn ≤ sTn are excluded from
the sum since l̂n is undefined.

For emission tomography the DWLS objective function is [31]:

LEWLS(λ) = −
1

2

N∑
n=1

(ȳn(λ)− yn)
2 1

σ̂2yn
, (3.16)

where σ̂2yn = max{yn + 2rn, c} is the data estimated variance of the emission measure-
ments and c is a small positive integer. These weighting factors are critical to the DWLS
method. Generally an important benefit of statistical image reconstruction methods over

FBP method is the nonuniform weighting of the measurements, where the weighting factors
reflect the relative information content of each measurement [31]. The ML-EM algorithm

(2.18) implicitly incorporates such a weighting by dividing each measurement by its pre-
dicted value before backprojecting. This is in complete contrast with FBP methods, since
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FBP treats all measurements equally2 , despite large variations in counts and correction
factors. Similar to ML-EM method , the DWLS method accounts for the relative infor-

mation of each measurement through the weights σ̂2ln and σ̂
2
yn . However, these weights

are usually suboptimal since they are directly driven from experimental data instead of

some parametric relation with the unknown image. Although these weights become more
accurate with increased count rates, one might need to incorporate some smoothing and
thresholding methods for low count rates [33].

Alternatively, the choice of σ̂2ln = 1 and σ̂
2
yn = 1 in the above objective functions results

in the unweighted least-squares (ULS) approach, which leads to much higher variance.

The familiar form of DWLS objective function invites quadratically penalized linear
least squares estimation method such as:

λ̂WLS =
[
G′ΣG + βR

]−1
G′Σ−1y , (3.17)

with G = [gij] and Σ a diagonal matrix with weights and R the quadratic penalty such as

(2.19). However, this kind of “direct” least squares estimation is usually computationally
impractical due to the large size of the system matrixG for PET. Furthermore conventional

linear least square estimates can result in negative pixel values which are physically not
possible. And, lastly nonquadratic penalties can not be incorporated in the linear least

squares form. Thus, one usually needs to implement iterative algorithms for maximizing
the DWLS objective function.

Weighted Least Squares with Parameter Dependent Weighting

Although fast maximization algorithms exist for the data weighted least squares (DWLS)

objective function, the data based weighting is suboptimal (especially at low counts) and
it can result in bias in the reconstructed images. To overcome this problem one can use
weighting factors which depend on the parameter to be estimated [1]. The parameter de-

pendent weight factors for the WLS estimation are: σ̂2ln(µ) =
ȳn(µ)+2rn
(ȳn(µ)−sTn )

2 in (3.15) for “line

integral” WLS objective function and σ̂2yn(λ) = ȳn(λ) + 2rn in (3.16) for “measurement”
WLS objective function. Since these objective functions have parameter dependent weights

we call them as “line integral - parametric weighted least squares” (L-PWLS) and “ mea-
surement - parametric weighted least squares” (M-PWLS) objective functions respectively.

With this kind of parameter dependent weighting the model matches the second moment
appropriately. This approach is a special case of quasi-likelihood estimation [22, 95].

Although this approach can result in better estimates than the DWLS, we do not pur-
sue this method because of increased computational requirements [1]. Moreover, for the

transmission problem L-PWLS is not guaranteed to be concave3. The SP method that will
be introduced in Section 3.3.3 also matches first and second moments appropriately, and

moreover the SP model fits to the asymmetric pmf distribution of pre-corrected data better
than the Gaussian model (Fig. 3.1). Thus, in our 2-D simulations and experimental studies
we concentrate on the computationally efficient DWLS method and we refer to it simply as

WLS method.

2FBP can also be thought as an unweighted least squares reconstruction with appropriate penalty function
[33].

3As also can be observed from Fig 3.2 which will be described in section 3.3.3.
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3.3.2 Ordinary Poisson (OP) Approximation

The conventional approach is to assume (approximate) that {Yn}
N
n=1 are distributed as

independent Poisson random variables with mean ȳn(θ) (2.16), i.e.:

P (Y = y; θ) ≈
N∏
n=1

POP(Yn = yn; θ) (3.18)

=
N∏
n=1

[ȳn(θ)]
yn e−ȳn(θ)

yn!
. (3.19)

The log-likelihood corresponding to this OP approximation is [61]:

LOP(θ) =
N∑
n=1

yn log ȳn(θ)− ȳn(θ) (3.20)

disregarding the constants independent of θ.

As mentioned previously this approximation only matches the first order and third
order moments of the data, thus it is clearly a suboptimal approach for rn > 0. This model

becomes accurate only as rn→ 0. However, the OP model is the conventional method PET
reconstruction and thus we include this model in our studies for comparison purposes.

3.3.3 Shifted Poisson (SP) Approximation

In the light of Fig. 3.1c, a better approach is to match both the first and second order
moments by approximating the quantities4 {Yn + 2rn}Nn=1 as having Poisson distributions
with means {ȳn(θ) + 2rn}:

P (Y = y; θ) ≈
N∏
n=1

PSP(Yn = yn; θ) (3.21)

=
N∏
n=1

[ȳn(θ) + 2rn]
yn+2rn e−(ȳn(θ)+2rn)

c(ȳn(θ), 2rn) Γ(yn + 2rn + 1)
, (3.22)

where we define the constant

c(ȳ, 2r) = e−(ȳ+2r)
∞∑

k=d−2re

(ȳ + 2r)k+2r

Γ(k + 2r + 1)

to ensure that the pmf PSP(y) sums to one (where we define dxe = k with k being the

smallest integer such that k ≥ x) and Γ(x) is the gamma function:

Γ(x) =

∫ ∞
0

tx−1e−t dt .

Note that the gamma function satisfies the recurrence relation Γ(x+1) = xΓ(x) and when

x is an integer the gamma function is just the familiar factorial function, but offset by one,
i.e.: Γ(k + 1) = k! [75].

4In practice we use r̂n’s, see Section 4.8.5.
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To simplify the corresponding log-likelihood to this SP approximation, we ignore the
dependence5 of c(ȳn(θ), 2rn) on θ. This leads to our SP objective function:

LSP(θ) =
N∑
n=1

(yn + 2rn) log(ȳn(θ) + 2rn)− (ȳn(θ) + 2rn). (3.23)

For the transmission problem we can write the above objective function as

LSP(µ) =
N∑
n=1

hn (ln(µ))

where hn(l) = (yn+2rn) log(bne
−l+sTn +2rn)− (bne

−l+sTn +2rn). In Appendix B we show

that for transmission problem LWLS(µ) corresponds to the summations of second order

Taylor series expansion of hn(ln(µ)) about hn(l̂n) where l̂n = log
(
bn

yn−sTn

)
.

Although both WLS and SP methods match two moments, in WLS the second moment
of l̂n(yn) is “fixed” independently of θ, whereas in the SP model the moments vary with

ȳn(θ) appropriately. This turns out to be a very important difference between the two
models as will be observed in the next sections.

Fig. 3.2 compares the actual log-likelihood function and the approximations for trans-
mission problem as a function of a single projection across the reconstructed image. It is

observed that LSP(θ) agrees fairly well with the exact log-likelihoodL(θ), however quadratic
objective function LWLS(θ) (DWLS) and OP model objective function LOP(θ) exhibit a no-
ticeable departure from the exact log-likelihood function. The parametric weighted least

squares models: L-PWLS and M-PWLS are also included for comparison purposes6.

3.4 Saddle-point (SD) Approximation

An alternative to the previous approximations for the exact pmf (3.6) of precorrected

measurements is to make second order Taylor series approximations in the z-transform
domain (i.e. on the probability generating function) and then to carry out the inverse

transform. Snyder et al. [49, 83] have applied the saddle-point approximation to the distri-
bution of the sum of independent Gaussian and Poisson random variables. Here we apply

the saddle-point method to the distribution of the difference of two independent Poisson
random variables. We performed a quadratic7 approximation to the probability generating

function and then carried out the inverse transform to find the pmf. We will show that
our saddle-point approach leads to a more accurate, yet tractable approximation than the
previously introduced models.

Let U ∼ Poisson(α), V ∼ Poisson(β) and Y = U − V with pmf’s PU(k), PV (k)
and PY (k) respectively. When U and V are independent, the generating function of Y is:

GY (z) =
∑
k

zkPY (k) = GU (z)GV (z
−1)

5It can be shown that 1 ≥ c(ȳ, 2r) > (1− e−(ȳ+2r)) which approaches to unity as ȳ or 2r increase.
6As mentioned in Section 3.3.1, both L-PWLS and M-PWLS models are computationally more expensive

compared to the DWLS method. Moreover, the L-PWLS objective function is not guaranteed to be globally
concave. In our 2-D simulations and experimental studies we concentrate on the computationally efficient
DWLS method and we refer to this method simply as WLS method.

7The quadratic form of the probability generating function approximation shows resemblance to the
Gramm-Charlier [56] approximation used for the probability distribution functions.
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Figure 3.2: Comparison of exact log-likelihood function with objective functions of different

models as a function of single projection across the reconstructed image. The proposed
shifted Poisson model agrees with exact log-likelihood better than the quadratic and OP

models.

where GU(z) = exp(α(z − 1)) and GV (z) = exp(β(z − 1)). In terms of the generating
function, PY (k) is given by the contour integral

PY (k) =
1

2πj

∮
C+
z−k−1GY (z) dz =

1

2πj

∮
C+
eΦk(z) dz, (3.24)

where j =
√
−1 and the contour C+ must lie in the region of convergence of GY (z) and

enclose the origin, and

Φk(z) = −(k + 1) log(z) + α(z − 1) + β(z−1 − 1)

dΦk(z)

dz
= Φ

(1)
k (z) = −

(k + 1)

z
+ α−

β

z2

d2Φk(z)

dz2
= Φ

(2)
k (z) =

(k + 1)

z2
+
2β

z3
.

We observe that Φk(z) (and hence the integrand e
Φk(z)) is convex for z ∈ <, z > 0 and

k ≥ 0. The integrand has a minimum at xo ∈ <, xo > 0 which is called the saddle-point,
i.e.:

Φ
(1)
k (xo) = −

(k + 1)

xo
+ α−

β

x2o
= 0 and xo > 0

which yields

xo =
(k + 1) + vk

2α
=

2β

−(k + 1) + vk
, (3.25)
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where vk = x
2
oΦ
(2)
k (xo) =

√
(|k|+ 1)2 + 4αβ.

Following [49], we deform the contour C+ in (3.24) into a vertical line C0 through saddle

point xo, as z = xo + jy, −∞ < y < ∞ and a semicircle C1 around the left half plane at
infinity, Fig. 3.3. This contour is permissible for k ≥ 0, since the only singularities of the
integrand are at z = 0 and z = ∞+ j0. If |z| → ∞ for <[z] < xo then e

Φk(z) → 0. Hence
the contribution of the semicircle around the left half plane at infinity vanishes and (3.24)

reduces to

PY (k) =
1

2π

∫ ∞
−∞

eΦk(xo+jy) dy. (3.26)

X

C1
C0

xo
X

Im

Re

Figure 3.3: Deformation of the contour C+ in complex plane into a vertical line C0 through
saddle point xo and a semicircle C1 around the left half plane at infinity. The singularities

of the integrand are at z = 0 and z =∞+ j0 for k ≥ 0.

Expanding Φk(z) in Taylor’s series around z = xo, one obtains:

exp [Φk(z)] = exp

[
Φk(xo) +

1

2
Φ
(2)
k (xo)(z − xo)

2

+
∞∑
l=3

1

l!
Φ
(l)
k (xo)(z − xo)

l

]

= exp

[
Φk(xo) +

1

2
Φ
(2)
k (xo)(z − xo)

2
]
F (z; xo)

since Φ
(1)
k (xo) = 0 and with

F (z; xo) = exp

[
∞∑
l=3

1

l!
Φ
(l)
k (xo)(z − xo)

l

]
.

Using series expansion of exponential functions we can write F (z; xo) :

F (z; xo) =

1 + Φ(3)k (xo)
6

(z − xo)
3 +

(
Φ
(3)
k (xo)

6
(z − xo)

3

)2
+ . . .
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.

1 + Φ(4)k (xo)
24

(z − xo)
4 +

(
Φ
(4)
k (xo)

24
(z − xo)

4

)2
+ . . .


. . .

=

[
1 +
Φ
(3)
k (xo)

6
(z − xo)

3 +
Φ
(4)
k (xo)

24
(z − xo)

4 +
Φ
(5)
k (xo)

120
(z − xo)

5+(Φ(3)k (xo)
6

)2
+
Φ
(6)
k (xo)

6!

 (z − xo)6 + . . .
bk (z − xo)

k + . . .

 ,
where bk coefficients can be computed by a straightforward process of combining terms of
same power in the above expression.
Thus the integral (3.26) becomes

PY (k) =
eΦk(xo)

2π

∫ ∞
−∞

e
1
2
Φ
(2)
k
(xo)(jy)2 F (xo + jy; xo) dy (3.27)

=
eΦk(xo)

2π

∫ ∞
−∞

e
1
2
Φ
(2)
k
(xo)(jy)2

[
1 +
Φ
(3)
k (xo)

6
(jy)3+ . . .

]
dy

=
eΦk(xo)√
2πΦ

(2)
k (xo)

[1 +R]

=
x−ko evk−α−β
√
2πvk

[1 +R] , (3.28)

where

R =
Φ
(4)
k (xo)

8
[
Φ
(2)
k (xo)

]2 + . . .+ (−1)k (2k)!2kk!

b2k[
Φ
(2)
k (xo)

]k + . . .
since the odd terms vanish. Using the algorithm by Rice [77], the residuum R can be written
as:

R =
1

24(k + 1)

[
−5 + 12

√
1 + η − 9(1 + η)

(1 + η)3/2

]
+O

[(
1

k + 1

)2]
,

where η = 4αβ
(k+1)2

. The residuum asymptotically goes to zero as k → ∞ and more impor-

tantly we have observed empirically that the approximation error is negligibly small even
for very small values of k. Neglecting R in (3.28) results in our saddle-point approximation

for the pmf PY (k) as:

PY (k) ' P
s
Y (k) =

x−ko evk−α−β
√
2πvk

, k ≥ 0. (3.29)

For k < 0 the integrand in (3.24) is not guaranteed to be convex for z > 0. Moreover,
the integrand does not vanish along the semicircle around the left half plane at infinity.

33



Thus we use the change of variables w = 1/z in (3.24), so that:

PY (k) =
1

2πj

∮
C+
wk−1GY (w

−1) dw =
1

2πj

∮
C+
eΦ̄k(w) dw (3.30)

where
Φ̄k(w) = (k − 1) log(w) + α(w

−1 − 1) + β(w − 1).

Following similar steps as the case for k ≥ 0, the saddle point approximation for k < 0 can
be shown to be :

PY (k) ' P
s
Y (k) =

wkoe
vk−α−β

√
2πvk

, k < 0 (3.31)

where

wo =
−(k − 1) + vk

2β
=

2α

(k − 1) + vk
.

Thus, combining (3.29) and (3.31) and disregarding constants independent of θ, the

saddle-point (SD)8 approximation for the log-likelihood (3.7) is:

LSD(θ) =
N∑
n=1

logP sY (yn; ȳn(θ))

=
N∑
n=1

hsn(θ), (3.32)

where

hsn(θ)
4
=


yn log

(
ȳn(θ) + rn

yn + 1 + un(θ)

)
− tn(θ), yn ≥ 0

yn log

(
ȳn(θ) + rn

yn − 1 + un(θ)

)
− tn(θ), yn < 0

, (3.33)

with

tn(θ)
4
= ȳn(θ) + un(θ)−

1

2
logun(θ) (3.34)

un(θ)
4
=

√
(|yn|+ 1)2 + 4(ȳn(θ) + rn)rn , (3.35)

and disregarding constants independent of θ. At first it might appear that for yn < 0,
as rn → 0 the denominator (yn − 1 + un(θ)) → 0 resulting in computational instability.
However, this does not happen since P (yn < 0) → 0 as rn → 0. Moreover, in none of the
experimental and simulation studies did we encounter such a problem.
The approximation (3.32) is considerably simpler than the exact log-likelihood (3.7),

since no infinite sums or factorials are needed. Nevertheless, it is remarkably accurate as
shown below. Also, one can observe that as rn → 0, LSD(θ) → [yn log ȳn(θ)− ȳn(θ)] =
LOP(θ) (to within constants independent of θ), which is expected because for rn = 0 the
ordinary Poisson model is appropriate.

8We caution the reader that the notation used for the shifted Poisson model is “SP” and the notation
used for the saddle-point method is “SD”.
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Figure 3.4: Representative comparison of exact log-likelihood function with objective func-

tions of different models as a function of line integral ln(µ). Randoms rate is 5%. The
proposed saddle-point approximation agrees with exact log-likelihood significantly better
than the other models.

Fig. 3.4 shows a representative comparison of the exact log-likelihood function and

the approximations as a function of µ (for noisy set of measurements). The LWLS(µ) is
particularly poor, in part because of the condition yn > 0 in (3.15). Although LSP(µ)

fits the exact log-likelihood better than LWLS(µ) and LOP(µ), clearly LSD(µ) has the best
agreement with the exact log-likelihood L(µ). In a large number of additional comparisons

not shown due to space considerations, we have observed that LSD(µ) agrees remarkably
well with the exact log-likelihood L(µ) and clearly better than the other models.

Partial derivatives of hSDn (θ) with respect to the mean ȳn(θ) can be written as:

∂hSDn (ȳ)

∂ȳ
=


yn

ȳ + rn
− 1 +

2rn
un(ȳ)

[
−

yn
yn + 1 + un(ȳ)

+ 1−
1

2un

]
, yn ≥ 0

yn
ȳ + rn

− 1 +
2rn
un(ȳ)

[
−

yn
yn − 1 + un(ȳ)

+ 1−
1

2un

]
, yn < 0

(3.36)

∂2hSDn (ȳ)

∂ȳ2
=


−yn

(ȳ + rn)2
+
4r2n
u3n(ȳ)

[
1− un(ȳ)

un(ȳ)
+
yn(1 + yn + 2un(ȳ))

(yn + 1 + un(ȳ))2

]
, yn ≥ 0

−yn
(ȳ + rn)2

+
4r2n
u3n(ȳ)

[
1− un(ȳ)

un(ȳ)
+
yn(−1 + yn + 2un(ȳ))

(yn − 1 + un(ȳ))2

]
, yn < 0

(3.37)

and the partials w.r.t. θ can be found using chain rule. For the emission case
∂ȳn(λ)

∂λj
= gnj,
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thus it is trivial to apply chain rule to the above expressions. For transmission case, deriving
the partial derivatives w.r.t. µ requires some tedious algebra, which is shown at the end of

Appendix C. Using these closed-form expressions for the partial derivatives, one can easily
apply coordinate-ascent type algorithms for maximizing the above LSD(θ).

3.5 Exact Log-likelihood for Prompt Coincidence Data

If one has access to the prompt data ypn separately, then the exact log-likelihood LPR(µ)
can be written as [32, 61]:

LPR(θ) =
N∑
n=1

(ypn + rn) log(ȳn(θ) + rn)− (ȳn(θ) + rn). (3.38)

As mentioned earlier we recommend separate acquisition of prompt and delayed coin-
cidence data whenever possible. However, because of hardware, software and data storage

limitations most PET centers use only randoms precorrected data. We include LPR(θ) here
since we compare its results with the methods for randoms-precorrected data in the next

chapters.
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CHAPTER 4

PET Transmission Scans

4.1 Introduction

To obtain accurate images of the radioactivity distribution within a patient using emis-
sion computed tomography, one must correct for the effects of attenuation [54] and acci-

dental coincidences [9]. Reconstructing images of attenuation distributions (attenuation
maps) from noisy transmission scans has desirable properties (see Section 2.3.2) such as

better noise performance in attenuation correction [66, 69] and anatomical localization [2].
In transmission scans, photons that originate from different transmission sources (rod or

ring sources) cause most AC events. The effect of AC events is most severe for rays with
low true coincidence rates [18], such as those traversing the abdomen or thorax.

In this chapter we derive accurate statistical image reconstruction methods for PET
transmission scan measurements with pre-subtracted delayed coincidences. For complete-
ness, we review the exact log-likelihood and the previously developed approximations (Chap-

ter 3): WLS, OP, SP and SD in the transmission imaging context. We develop maximiza-
tion algorithms for SP and SD methods and present representative performance results from

computer simulations and experimental transmission scans. The results show that the WLS
method leads to systematic negative bias in the reconstructed attenuation maps and the

OP method results in higher variance than the proposed SP and SD methods.
In addition to evaluating the attenuationmaps themselves, we also investigate the propa-

gation of noise from the reconstructed attenuation maps into emission images reconstructed
with the FBP method. Interestingly, the difference in variances in the emission images with

the new methods is even greater than in the attenuation maps themselves.
To corroborate the empirical studies described above, we also develop analytical approx-

imations to the reconstructed image covariance based on the techniques developed in [34].

These covariance approximations are shown to agree well with the empirical variance com-
puted from the experimental PET transmission scans. Using these approximations we show

that the OP method always yields more noisy images compared to the SP method. Also,
the analytic approximations are used to explain the negative systematic bias of the WLS

method. One can use these approximations to help choose the values of important pa-
rameters such as regularization parameters, instead of computationally expensive multiple

numerical simulations.
We also develop analytical approximations for the propagation of noise from attenua-

tion maps into reconstructed emission images. To isolate the effect of transmission noise
in the resultant emission image, we consider noise-free emission measurements and develop
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approximations for the covariance of the emission images reconstructed using ACFs com-
puted from noisy attenuation maps. These approximations describe the propagation of

noise from attenuation maps into emission reconstruction and they can be used for guid-
ance in determining the transmission scan durations for a given noise constraint on emission

reconstruction. We also show that the predicted variances agree with the empirical results
from the experimental PET transmission scans.

4.2 Exact Log-Likelihood

As previously described, in PET the data are precorrected for AC events by real-time
subtraction of delayed window coincidences [53].

Let Y = [Y1, . . . , YN ]
′ denote the vector of precorrected transmission scan measurements,

where “ ′ ” denotes vector and matrix transpose. The precorrected measurement for the
nth coincidence detector pair is:

Yn = Y
prompt
n − Y delayn , (4.1)

where Y promptn and Y delayn are the number of coincidences within the prompt and delayed
windows, respectively. Let µ = [µ1, . . . , µM ]

′ denote the vector of unknown linear attenua-

tion coefficients. For transmission scans, we assume that Y promptn and Y delayn are statistically
independent Poisson random variables [102] with means ȳpn and ȳ

d
n respectively as:

E
{
Y promptn

}
= ȳpn(µ) = bne

−ln(µ) + sTn + rn (4.2)

E
{
Y delayn

}
= ȳdn = rn, (4.3)

where ln(µ) =
∑P
j=1 anjµj is the total attenuation between nth detector pair. The anj ≥ 0

factors have units of length and describe the tomographic system geometry. The bn > 0

factors denote the blank scan counts and the rn ≥ 0 factors denote the mean of AC events
and sTn denote the mean of the scattered events.

Since Y promptn and Y delayn are statistically independent and Poisson:

E {Yn} = ȳpn(µ)− ȳ
d
n = bne

−ln(µ) + sTn
4
= ȳn(µ), (4.4)

Var {Yn} = ȳpn(µ) + ȳ
d
n = bne

−ln(µ) + sTn + 2rn. (4.5)

Let y = [y1, . . . , yN ]
′ be an observed realization of Y in (4.1). Since the measurements are

independent, one can express the exact log-likelihood as follows [99]:

L(µ) =
N∑
n=1

hn(ln(µ), yn), (4.6)

where, ignoring constants independent of µ throughout:

hn(ln(µ), yn)
4
= log

 ∞∑
m=b−ync+

[ȳpn(µ)]
yn+m

(yn +m)!

rmn
m!

 − (ȳpn(µ) + rn), (4.7)

where bxc+ = x if x > 0 and is 0 otherwise.
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Since image reconstruction is ill conditioned, we combine a roughness penalty R(µ) with
the log-likelihood to form a penalized-likelihood objective function as described in Section

2.4.2:
Φ(µ) = L(µ)− βR(µ). (4.8)

The goal is to estimate µ by maximizing Φ(µ) over the nonnegative cone:

µ̂ = argmax
µ≥0

Φ(µ). (4.9)

Since the exact log-likelihood function (4.7) contains infinite summations and the summa-

tions start from b−ync+, next we describe tractable yet accurate approximations to the
exact log-likelihood.

4.3 Approximations to the Exact Log-Likelihood

In this section, for completeness we briefly review the four practical approximations to
L(µ) for transmission tomography imaging (described in more detail in Chapter 3) : the

WLS model, the conventional OP model, the proposed SP model approximation and lastly
the proposed SD model approximation. All log-likelihood approximations have the form

(4.6) for different choices for hn(l, yn).

4.3.1 Quadratic Approximations

A quadratic approximation to the exact log-likelihood function [32, 79] leads to the

data-weighted least squares objective function LWLS(µ) of the form (4.6) with

hWLSn (l, yn) =

 −
1

2
(l − l̂n)

2 1

σ̂2n
, yn > 0

0, yn ≤ 0,
(4.10)

where l̂n = log
(

bn
(yn−sTn )

)
is the method-of-moments estimate of ln(µ). The weighting factor

σ̂2n =
yn+2rn
(yn−sTn )

2 is an estimate of the variance of l̂n(yn) based on a second-order Taylor

expansion of l̂(·) around ȳn (Appendix B). The residuals corresponding to projections with
large values of yn are weighted more heavily in (4.10). These rays pass through less dense
objects and consequently have higher SNR values.

4.3.2 Ordinary Poisson (OP) Approximation

The conventional approach is to ignore the random coincidences by assuming that
{Yn}Nn=1 are distributed as independent Poisson random variables with means ȳn(µ) given
by (4.4). The log-likelihood LOP(µ) corresponding to this OP approximation is of the form
(4.6) with

hOPn (l, yn) = yn log
(
bne
−l + sTn

)
−
(
bne
−l + sTn

)
. (4.11)

4.3.3 Shifted Poisson (SP) Approximation

A better approach is to match both the first and second moments by approximating the

random variables {Yn+2rn}
N
n=1 as having Poisson distributions with means {ȳn(µ) + 2rn}.

39



This idea leads to the SP approximation LSP(µ) derived in Section 3.3.3 [97–99] of the form
(4.6) with

hSPn (l, yn) = (yn + 2rn) log
(
bne
−l + sTn + 2rn

)
−
(
bne
−l + sTn + 2rn

)
. (4.12)

Although both LWLS and LSP match two moments of the measurement distribution, in
WLS the second moment of l̂n(yn) is “fixed” to σ̂

2
n independently of µ, whereas in the SP

model the moments vary with ȳn(µ) appropriately.

4.3.4 Saddle-point (SD) Approximation

For transmission reconstruction, the SD approximation derived in Section 3.4 which is
based on second order Taylor series approximation for the exact pmf in the z-transform

domain, is of the form (4.6) with

hSDn (l, yn) =


yn log

(
bne
−l + sTn + rn

yn + 1+ un(l)

)
− tn(l), yn ≥ 0

yn log

(
bne
−l + sTn + rn

yn − 1 + un(l)

)
− tn(l), yn < 0

(4.13)

where from (3.35)

tn(l) = bne
−l + un(l)−

1

2
logun(l),

un(l) =
√
(|yn|+ 1)2 + 4(bne−l + sTn + rn)rn.

4.4 1-D Bias-Variance Analysis

Two useful measures of the performance of a given reconstruction method are the bias:

Bias{µ̂} = E{µ̂− µtrue}

= E{µ̂} − µtrue (4.14)

and the variance:

Var{µ̂} = E{µ̂− E{µ̂}}2

= E{µ̂2} − [E{µ̂}]2 . (4.15)

Evaluations of the expectations to determine these quantities is difficult without an explicit

expression for the estimator as a function of measured data [y1, . . . , yN ]. Unfortunately,
for the tomographic problem there are no closed form expressions for the estimators. To

analyze the bias and variance of each estimator (WLS, OP, SP and SD) analytically, we used
the analytic approximations suggested by Fessler for tomographic imaging [34]. Assuming

that the objective function Φ(θ, Y ) has a unique global maximum θ̂ for any measurement
Y and that the maximum can be found by zeroing the partial derivatives of Φ(θ, Y ), then

there exists an implicit function f(Y ) = [f1(Y ) . . . fP (Y )] = θ̂ that maps the measurement
Y into an estimate θ̂. The implicitly defined function f(Y ) can rarely be found analytically

and one usually implements an iterative method for maximizing Φ(θ, Y ). The absence of
an explicit analytic expression of the form θ̂ = f(Y ) makes it difficult to study the mean
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and the variance of the estimator θ̂, so often one needs to perform numerical simulations.
In the following, we obtain approximate analytic expressions for the mean and variance of

different estimators.
If Ȳn denotes the mean of measurement Yn, then the first and second-order Taylor

expansion of f(Y ) around Ȳ results in the approximation of covariance and mean of θ̂
respectively as:

Cov{θ̂} ≈ [−∇20Φ(θ̌, Ȳ )]−1 ∇11Φ(θ̌, Ȳ ) Cov(Y ) [∇11Φ(θ̌, Ȳ )]T [−∇20Φ(θ̌, Ȳ )]−1

E{θ̂} ≈ f(Ȳ ) +
1

2

∑
n

∑
m

∂2

∂Yn∂Ym
f(Ȳ ) Cov(YnYm)

where θ̌ = f(Ȳ ). (The first and second order partial derivatives of f(Y ) at Ȳ were deter-
mined in [34] by applying the chain rule.)
Using above equations one can find approximate expressions for the variance and the

mean of the estimators: θ̂WLS = argmax
θ
LWLS(θ), θ̂OP = argmax

θ
LOP(θ),

θ̂SP = argmax
θ
LSP(θ) and θ̂SD = argmax

θ
LSD(θ). For this purpose we considered a highly

simplified version of transmission tomography where the unknown is a scalar parameter, i.e.:
p = 1. This simplified problem provides insight into the estimator bias and variance without
the undue notation of the multi-parameter case. Since the measurements are statistically

independent, for the scalar transmission problem the above approximations reduce to:

Var{µ̂} ≈
∑
n

[
∂

∂Yn
f(Ȳ )

]2
Var(Yn) (4.16)

E{µ̂} ≈ f(Ȳ ) +
1

2

∑
n

∂2

∂Yn
2 f(Ȳ ) Var(Yn) (4.17)

The approximate expressions for bias and variance of the above estimators are derived

in Appendix C:

Var{µ̂WLS} ≈

[
N∑
n=1

a2nȳn(µ
true)2

(ȳn(µtrue) + 2rn)

]−1
(4.18)

E{µ̂WLS} ≈ µtrue +

∑N
n=1 a

3
n(ȳn(µ

true) + 2rn)(∑N
n=1 a

2
nȳn(µ

true)
)2 −

1

2

∑N
n=1 an

(
ȳn(µtrue)+2rn
ȳn(µtrue)

)
∑N
n=1 a

2
nȳn(µ

true)
(4.19)

Var{µ̂OP} ≈

∑N
n=1 a

2
n(ȳn(µ

true) + 2rn)(∑N
n=1 a

2
nȳn(µ

true)
)2 (4.20)

E{µ̂OP} ≈ µtrue +
1

2
Var{µ̂OP }

∑N
n=1 a

3
nȳn(µ

true)∑N
n=1 a

2
nȳn(µ

true)
(4.21)

Var{µ̂SP } ≈ Var{µ̂WLS} ≈

[
N∑
n=1

a2nȳn(µ
true)2

(ȳn(µtrue) + 2rn)

]−1
(4.22)

E{µ̂SP } ≈ µtrue +
1

2
Var{µ̂SP }

∑N
n=1 a

3
n
ȳn(µtrue)2

ȳn(µtrue)+2rn∑N
n=1 a

2
n
ȳn(µtrue)2

ȳn(µtrue)+2rn

(4.23)

where µtrue denotes the true value of the attenuation coefficient and ȳn(µ) is the mean value
of pre-corrected measurements as defined in (4.4). As described in Appendix C, E{µ̂WLS}
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is based on a simplified WLS objective function LWLS(µ) with the weighting factor σ̂
2
n =

1
yn
.

The analytic approximations for SD objective function are quite complicated algebraically

(C.7, C.8, C.9) and they are presented in Appendix C.
If one expresses the time dependence of the mean of randoms precorrected data explicitly

as:

ȳn(µ) = T
(
b̄ne
−anµ + sTn

)
,

where T is the total transmission scan duration and b̄n denotes the blank scan count rate
per time, then one can be see from the above analytic approximations that as T → ∞ ,
E {µ̂} → µtrue and Var {µ̂} → 0 for all the models.
Letting on = a

2
nȳn(µ

true) and tn = a
2
n

(
ȳn(µ

true) + 2rn
)
, one can rewrite (4.20) and (4.22)

as:

1

Var{µ̂OP}
≈
(
∑
n on)

2∑
n tn

,
1

Var{µ̂SP }
≈
∑
n

o2n
tn

Let u, v ∈ <n such that un =
on√
tn
, vn =

√
tn. Using Cauchy-Schwarz inequality: |u

T v| ≤

‖u‖2 ‖v‖2,

∑
n

on ≤

(∑
n

o2n
tn

) 1
2
(∑
n

tn

) 1
2

(∑
n

o2n
tn

)−1
≤

∑
n tn

(
∑
n on)

2 ,

so that to within the accuracy of (4.16):

Var{µ̂SP } ≤ Var{µ̂OP} , (4.24)

with equality if and only if rn/ȳn ratios are equal. For PET systems, these ratio terms

are never constant, and in fact can be quite disparate. Thus we have shown the following
result: the variance of the SP estimator will always be lower than the variance of the OP

estimator.

4.5 1-D Simulations

Fig. 4.1 shows plots of the bias and variance terms (4.18)-(4.23) and simulation results, as
a function of mean counts per detector, (1/N )

∑N
n=1 ȳn(µ

true), for the 1D problem described

above. In these simulations: µtrue = 1, N = 20, the an factors are uniformly distributed
between 0 to 4, the rn factors correspond to 10% uniform field of random coincidences,

the bn factors were generated using pseudo-random log-normal variates with a standard
deviation of 0.3 to account for the detector efficiency variations. The solid lines denote the

analytical predictions, whereas the symbols denote empirical results from 500 realizations.
The agreement between the analytic approximations and simulation (especially for high

count rates) shows that one can use formulas (4.18)-(4.23) to compare analytically the bias
and variance introduced by different estimators.

From Figure 4.1, one can observe that WLS has a systematic negative bias. The source
of this significant negative bias of the WLS method can be understood from the expression
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of approximate WLS estimate µ̃WLS (C.6) derived in Appendix C which is rewritten here
for convenience:

µ̃WLS = f̃WLS(y) =

∑N
n=1, yn>sTn

a2nyn
(
1
an
log bn

yn−sTn

)
∑N
n=1, yn>sTn

a2nyn
. (4.25)

The expression for µ̃WLS is seen to be a weighted sum, weighted by the noisy measurements

yn (as also pointed out by Fessler [32] for the case of an = 1). When yn is larger than ȳn(µ)

, the
(
1
an
log bn

yn−sTn

)
term becomes smaller than µtrue, however the corresponding weight in

the summation will be larger. Thus, during the summation the under-estimated terms are
weighted more heavily, resulting in a negative bias for µ̂WLS .

Figure 4.1 shows that both the OP model and the SP model yield nearly unbiased
estimates, while SP model yields a smaller bias. In terms of standard deviation, we see that
the OP model leads to higher standard deviation than both the WLS and the SP models,

in agreement with the above inequality (4.24).
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Figure 4.1: Comparison of analytical approximations and empirical results for bias and vari-
ance. Upper figure shows that WLS estimator is systematically negatively biased especially

for low counts. Lower figure shows that ordinary Poisson model yields higher standard
deviation than both other estimators.
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4.6 Concavity and Convergence

The second partial derivatives of the OP (4.11) and the SP (4.12) model approximations

and the PR log-likelihood (3.38) can be written as:

−
∂2

∂µjµk
L(µ) =

N∑
n=1

anjank

[
1−

xn(s
T
n + dn)

(ȳn(µ) + dn)2

]
bne
−ln(µ), (4.26)

with

dn
4
=


0, OP

2rn, SP
rn, PR

(4.27)

and

xn
4
=


yn, OP
yn + 2rn, SP
ypn, PR.

(4.28)

Although OP is globally concave, the SP and PR objective functions are only locally concave
over the set:

{µ : (ȳn(µ) + dn)
2 ≥ xn(s

T
n + dn), ∀n} . (4.29)

Thus it is difficult to establish global convergence for any maximization algorithm for the

SP and the PR models [32]. Luckily, in PET and SPECT the rn and s
T
n values are fairly

small compared to yn values and one usually operates in or near the concave region of log-
likelihood (4.29). The recently developed paraboloid surrogates algorithm of Erdoğan and

Fessler [28] is particularly attractive because it guarantees monotonicity even for nonzero
rn factors.

For the exact log-likelihood (EX) the complicated form of the expressions (4.7, 3.14)
make it difficult to perform a rigorous concavity analysis. For the SD model we perform

a concavity analysis for the emission case in Section E, however for the transmission case
the concavity analysis proves to be algebraically tedious because of complicated form of the

partial derivatives (Appendix C).
Previous convergence proofs for transmission algorithms depended heavily on the as-

sumption of rn = 0 i.e.: OP model [61, 62]. Further investigation is necessary for the
convergence properties of transmission reconstruction algorithms for randoms precorrected
data and for the PR model with nonzero rn’s. In practice we initialize the iteration with

FBP image and always observe monotonic increase in the log-likelihood.

4.7 Log-likelihood Maximization : Coordinate Ascent Type

Algorithms

In coordinate-ascent (CA) type iterative maximization one simply updates the param-

eters only one at a time always using the most recent value of each parameter at the next
iteration. Sequential CA methods were shown to converge rapidly in transmission tomogra-

phy [32, 79]. In addition to fast convergence, CA methods enable decoupling of parameter
updates and one can easily enforce non-negativity constraints.
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However, in transmission tomography there is no closed form maximizer of Φ(µ) over
µj (even for OP, SP and PR models) even with all the parameters {µi : i 6= j} are fixed.
For the quadratic penalty one can use the 1-D Newton’s method to sequentially update all
the parameters as [32]:

µnewj =

µoldj + ω ∂
∂µj
Φ(µold)

− ∂
∂µ2j
Φ(µold)


+

(4.30)

where ω ∈ (0, 1] is relaxation parameter, and [x]+ = x if x > 0 and is 0 otherwise.
Although the CA method converges rapidly, it is also computationally expensive for

transmission tomography, since one needs to compute K exponentials1 during each iteration

where K is the number of nonzero aij’s.
A grouped coordinate ascent (GCA) algorithm was suggested [39] as an alternative to

balance the convergence rate and computation per iteration. This method updates pixels
in groups, which reduces the number of operations per iteration. On the other hand, by

choosing pixels in each group well separated spatially, the algorithm does not suffer from
slow convergence. For a subset of pixels S = {1, . . . , p}, the GCA algorithm monotonically
increases the objective function at the ith iteration by finding µi+1S such as:

Φ(µi+1S , µi
S̃
) ≥ Φ(µiS, µ

i
S̃
) = Φ(µi), (4.31)

where S̃ is the compliment of S. To achieve this purpose, GCA method uses the separable

surrogate function φ(µS; µ
i
S̃
) that satisfies :

Φ(µS , µ
i
S̃
)− Φ(µi) ≥ φ(µS ; µ

i)− φ(µiS; µ
i). (4.32)

Fessler et al. [39] developed the following additively separable surrogate function using a

generalization of De Pierro’s transfer idea [20, 21]:

φ(µS; µ
i) =

∑
j∈S

φj(µj ; µ
i), (4.33)

with

φj(µj; µ
i) =

∑
n

αnjhn

(
anj
αnj
(µj − µ

i
j) +

∑
k

ankµ
i
k

)
− βR(µ) (4.34)

and

αnj = anj/
∑
k∈S

ank . (4.35)

Since, φ(µS ; µ
i) is additively decoupled (i.e.: each φj in (4.33) depends on one µj only),

one can use a couple iterations of the 1-D Newton’s method similar to (4.30) for maximiza-

tion of each subpixel group S. GCA with subgroups of few pixel (p ≈ 3) were shown to
converge very rapidly in terms of CPU time [39]. For this class of algorithms one needs

to evaluate first and second order derivatives of the log-likelihood at each iteration (sec-
ond derivative can also be approximated [39] for speeding up the algorithm). Both of the

1According to (4.30) the update for µj requires the computation of e
−anjµ

new
j for each ray n ∈

{0, 1, . . . , N}. And one needs update each pixel j ∈ {0, 1, . . . , P} to complete one iteration.
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proposed methods (SP and SD) have closed form expressions for the derivatives of the log-
likelihoods (see Appendix C and (3.36), (3.37)), which enables one to easily modify the GCA

type maximization algorithm. We use the fast GCA method [39] in our 2-D simulations
and the experimental studies. In the SP method, the additional computation is negligibly

small compared to the the OP method. The SD algorithm was observed to require around
20% more CPU time. However it should be mentioned that no effort was taken to optimize
the algorithm for the SD method.

The recently developed monotonic paraboloid surrogates CA algorithm by Erdoğan and
Fessler [28], which uses the optimum curvature for the surrogate functions at each iteration,

converges even faster than the GCA method. We use this method [38] for the maximization
of the objective functions in our 2-D emission reconstruction studies (in Chapter 5).

4.8 2-D Simulations

To study bias and variance properties of the estimators based on the described ap-
proximations, we performed 2-D simulations. Next we describe these simulations and the

quantitative results.

4.8.1 Simulations

In the 2-D simulation, for µ we used the synthetic attenuation map shown in Fig. 4.2,

which represents a human abdomen with linear attenuation coefficient
0.0096/mm. The image was a 128 by 128 array of 4.7 mm pixels. We simulated a PET

transmission scan with 192 radial bins and 256 angles uniformly spaced over 180 degrees.
The anj factors correspond to 3.1 mm wide strip integrals on 3.1 mm center-to-center

spacing. The bn factors were generated using pseudo-random log-normal variates with
standard deviation of 0.3 to simulate detector pairs with nonuniform detector efficiencies and

scaled so that
∑
n ȳn was 3.6 million counts. The rn factors corresponded to a uniform field

of 10% random coincidences. Pseudo-random transmission measurements were generated
according to (4.2) and (4.3). For regularization, we used the modified quadratic penalty [43]

introduced in Section 2.4.2. This penalty improves the resolution uniformity and enables
us to match the spatial resolution of different methods.

Figure 4.2: Simulated abdomen attenuation map.

We generated 150 independent realizations of the transmission measurements. For each

measurement realization, an estimate of the attenuation map was reconstructed using 20
iterations of the grouped-coordinate ascent algorithms [39] (Section 4.7) applied to the WLS
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(4.10), OP (4.11), SP (4.12), SD (4.13), EX (4.7) and PR (3.38) objective functions. Since
we have closed form expressions for all the objective functions (and their partial derivatives),

we were able to modify the GCA method (4.7) for the maximization of each objective
function. For the exact log-likelihood (EX) we performed a very precise implementation by

truncating the infinite summations. Although this method is not practical in terms of its
computational requirements, it still serves for the purpose of evaluating the performance
of the exact log-likelihood method. In our simulations, we initialized the iterations with a

FBP image and always observed monotonic increase in the log-likelihood for all methods.
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Figure 4.3: Horizontal profile through the sample mean images for abdomen phantom. The

WLS method has a systematic negative bias. However, the ordinary Poisson (OP), shifted
Poisson (SP) , saddle-point (SD) , exact (EX) and prompt (PR) methods are free of this

systematic negative bias.

We computed both the sample mean and sample standard deviation images for all

methods. Fig. 4.3 shows horizontal profiles through the sample mean images. These profiles
show that WLS is systematically negatively biased [32], whereas all the other methods are

free of systematic bias.
To study the variance, we computed the ratio of the sample standard deviation images

of different estimators, over all the interior pixels. Fig. 4.4 shows the histogram of the
standard deviation ratios. The OP model yields, on the average, 15% higher standard

deviation than the SP, SD and EX models. In other words, to achieve the same noise level,
the OP method would require about 32% greater scan time. Also, the OP model yields,

on the average 39% higher standard deviation than the PR model. It should be mentioned
that in these simulations PR method is the idealized method where we assume that one has
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Estimator FWHM (pixels) % Std. Dev.
horizontal vertical average

FBP 2.66 2.68 2.67 18.20 ±1.05
OP 2.13 3.22 2.67 9.94 ±0.57
SP 1.94 3.40 2.67 7.70 ±0.44
SD 1.93 3.41 2.67 7.94 ±0.45

Table 4.1: Local impulse response and the local sample standard deviation for the central

pixel.

access to the means of randoms rates (i.e: rn), but in practice one needs to estimate these

quantities from noisy measurements of delayed windows. Thus, the results reported here
with PR method shows the upper bounds on the performance of the PR method.
Although the standard deviation values could be decreased by using higher count rates,

the ratio of standard deviations of different estimators will remain approximately same for
higher count rates [34]. This follows from the fact that analytic approximations (4.20)-(4.22)

will be more accurate with increasing count rates, and these approximations show that for
a set of fixed system parameters, the ratio of standard deviation of different estimators

remains constant independent of the count rate.
We also performed additional simulations using a digital thorax phantom (shown in Fig-

ure 4.5) with nonuniform attenuation. The reductions in noise with the proposed methods
were comparable [97].

These results show that using randoms pre-corrected data instead of prompt data in-
creases the noise in the reconstructed images. However, if one is using the randoms pre-
corrected data (as currently done in most PET centers) then both SP and SD methods

perform very close to the exact log-likelihood (EX) and both of them result in less noise
than OP method. We will show a more detailed comparison between SP,SD and EX meth-

ods in Section 4.8.3.

4.8.2 Resolution vs Standard Deviation

It is well known in tomographic image reconstruction that one can compromise between

resolution and noise in reconstructed images. In the simulations reported here, we have
used the modified quadratic penalty [43], which matches the spatial resolution of both least

squares based and Poisson based estimators. To show that the noise reduction with the
proposed SP and SD methods does not come with the price of lower resolution (compared

to the OP method), we have investigated the local resolution and standard deviation of a
pixel at the center of the abdomen phantom.

We computed the linearized local impulse response [43] of different estimators at the cen-
tral pixel of the abdomen phantom. Table 4.1 shows the full width half maximum (FWHM)
values of local impulse response functions and the local sample standard deviation for the

central pixel estimates. The table also reports the standard errors for the sample standard
deviation estimates. These results show that the reductions in the standard deviations are

truly due to the improved statistical modeling rather than resolution differences.
Although the local impulse response functions are asymmetric with respect to the hori-

zontal and vertical axis, the “average” resolution of each method is matched. As expected
the non-statistical FBPmethod yields much higher standard deviation than statistical meth-

ods. The standard deviations of the proposed SP and SD estimators are about 27% lower
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than the OP method.
The asymmetry of the local impulse responses is caused partly by the eccentricity of

the abdomen phantom in Figure 4.2, [43]. In Table 4.1 the resolution of the SP and SD
models are observed to be more asymmetric than the OP model. In order to investigate this

effect we performed additional simulations using a circularly symmetric disk phantom which
yields a symmetric impulse response at the center. For the central pixel (where all methods
have the same impulse response) the reductions in standard deviation with the proposed

SP and SD methods were around 24% compared to OP method. Recently Stayman and
Fessler have developed an improved modified penalty which not only results in uniform

resolution but also symmetric impulse response [87, 88]. We repeated our simulations with
this improved penalty and observed very similar noise improvements with both of the SP

and SD methods compared to the OP method as reported in Section 4.8.1.

4.8.3 Comparison of SP and SD Models with Exact Model

We observed very close agreement between the exact log-likelihoodmethod (EX) and the

SD approximation both from log-likelihood plots (Figure 3.4) and 1-D simulations. There-
fore we were expecting the SD method to perform better than the SP method. However,

for the 2-D simulations reported here (Section 4.8) we did not observe any statistically sig-
nificant difference between the SD and the SP methods. To make a more detailed analysis

of the performance of these methods, we compared the results of the reconstructed images
from each noisy realization. Figure 4.6 shows a profile through the reconstruction of the EX
method from simulated transmission data of 3.6 million counts as described in Section 4.8.

The figure also displays the difference between the EX method and the SP and SD methods.
The difference between the SD method and the EX method is virtually zero, while there is

some noticeable difference between the SP method and the EX method.
To make a more quantitative comparison we computed the normalized E1, E2 and E∞

norms of the differences between the EX method and the SP and SD methods for all interior
pixels in the reconstructed image as:

E1 =
1

N

∑
j :µj∈W

∣∣∣µ̂methodj − µ̂EXj

∣∣∣
µtruej

(4.36)

E2 =
1

N

√√√√√√ ∑
j :µj∈W

∣∣∣µ̂methodj − µ̂EXj

∣∣∣2(
µtruej

)2 (4.37)

E∞ = max
j :µj∈W


∣∣∣µ̂methodj − µ̂EXj

∣∣∣
µtruej

 (4.38)

with W representing all the interior pixels and µ̂methodj being either µ̂SPj or µ̂
SD
j .

Figures 4.7 - 4.9 show the E1, E2 and E∞ error norms of the SP and the SD methods

compared to the exact log-likelihood (EX) method as a function of noisy data realization
(with 3.6 million counts as described in Section 4.8). For all the error norms the SP method

results in 40 to 80 times more error than the SD method compared to the EX method.
Thus, it can be said that for each noisy realization the SD method is performing very

close to the exact log-likelihood as compared to the SP method. However, for the 2-D
simulations reported here this difference does not seem to make significance in the final
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ensemble statistics and the SP method performs as well as the SD and the EX methods.
Thus the SP method is particularly attractive since it requires comparable computation to

the OP method but has reduced variance.

4.8.4 Zero-thresholding the Data

Real-time subtraction of the delayed coincidence events from prompt events can lead to

some negative values in the precorrected data. Since the mean of precorrected measurements
is nonnegative, a natural choice might be to threshold the negative values in the precorrected

data to zero before applying the maximization algorithm. The modified form of the objective
functions (4.11),(4.12) for the zero thresholded data are:

hOP+n (l, yn) = bync+ log(bne
−l + sTn )− (bne

−l + sTn ), (4.39)

hSP+n (l, yn) = byn + 2rnc+ log(bne
−l + sTn + 2rn)− (bne

−l + sTn + 2rn). (4.40)

Since the “thresholding function” bync+ is not differentiable at yn = 0, it is difficult to
derive accurate analytic approximations for the mean and variance of the different estimators
above. However, one can explain intuitively the overall effect of zero-thresholding as follows:

setting negative precorrected data values to zero increases the mean of the precorrected
data. For transmission problem the data is exponentially related to attenuation coefficients

i.e.: yn ∼ bne
−
∑P

j=1
anjµj , thus the increase in the mean value of the precorrected data

causes the estimator to introduce a systematic negative bias for the estimated attenuation
coefficients.

Fig. 4.10 shows plots of bias and variance terms for the 1D transmission system described
in Fig. 4.1, using zero-thresholded data. The solid lines denote the formulas (4.18)-(4.23),

whereas the symbols denote empirical results from 500 realizations. Fig. 4.10 shows the
systematic negative bias resulting from the thresholding of the data. One can observe that
while OP estimator suffers from a systematic negative bias, SP estimator is still nearly

unbiased. This is due to the fact that the precorrected data is already shifted by 2rn before
zero-thresholding. As a result, the number of negative values in the precorrected data

are reduced dramatically. The standard deviation of the OP estimator is reduced slightly,
however standard deviation of the SP estimator remains similar to non zero-thresholded

case.
To study further the effects of zero-thresholding the data, we performed additional 2-

D transmission simulations, using the abdomen phantom (Fig. 4.2) and the PET system
described previously. Similar to non zero-thresholded case, we generated 150 independent

realizations of the transmission measurements as mentioned previously, but this time using
zero-thresholded data. We computed both the sample mean and sample standard deviation
images for both the OP model and the SP estimators.

Fig. 4.11 displays horizontal profiles through the sample mean images. These profiles
show that the OP estimator is negatively biased, especially for interior regions of the re-

constructed image. This is due to the fact that projections through the interior regions
of the object have lower count rates, and for lower count rates the OP model yields more

systematic bias as can be seen from Fig. 4.10.
Fig. 4.12 shows the histogram of the ratio of sample standard deviation images of both

estimators. It can be seen that the OP model still leads to higher standard deviation (on
the average 11%) than the SP model. This result shows an additional advantage of the SP
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model. Namely, SP estimator is not only nearly unbiased but also has a smaller standard
deviation than the OP estimator, even for zero-thresholded data.

4.8.5 Estimates of the AC Rates

One needs to know the mean of the AC events (rn) to compute LSP (µ) and LSD(µ).
Since the rn terms are not readily available from the real (precorrected) data, some estimates

of the randoms must be used.
Fig. 4.13 displays prompt and delayed coincidence sinograms for a blank scan and trans-

mission scan. The transmission scan measurements were obtained using the phantom with
the attenuation map shown in Fig. 4.14. We observe that the delayed coincidence sinograms
of transmission scan and blank scan are similar. Fig. 4.15 displays the scatter plot of real

delayed coincidence sinograms for blank scan and transmission scan data. Each point in
the plot corresponds to a specific detector pair. The similarity of both delayed coincidence

measurements suggests that one can acquire the delayed coincidence events during the blank
scan and use them (after properly normalizing for different scan durations) as an estimate

of the AC rates for transmission scans performed on the same PET system.
To test the robustness of the SP and SD estimators to the errors in estimates of AC

rates, we performed simulations using the abdomen phantom and the PET system described
previously. We used the average of the rn values, r̄ = (1/N )

∑N
n rn, as an estimate of the

AC event rates in the objective functions LSP (µ) and LSD(µ). Similar to the previous
simulations, we generated 150 independent realizations of the transmission measurements
and then computed the sample mean and sample standard deviation images for the SP and

SD estimators.
Fig. 4.16 displays horizontal profiles through the sample mean images. This profile

(obtained by using constant AC rates) is observed to be unbiased just as in Figure 4.3
which was obtained using true AC rates. Thus, we conclude that this constant AC rates

approximation does not introduce any systematic bias to the estimators.
Lastly, Fig. 4.17 shows the histogram of the ratio of the sample standard deviations of

the SP and SD estimators with true AC rates and with constant AC rates approximation. It
can be seen that using the constant AC rates approximation only slightly (around 1%−2%)
increases the standard deviation of the estimators. The resulting standard deviations are
still much less than the OP model estimator. These results demonstrate that both the SP
and SD approximations are robust to the errors in the rn estimates.
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Figure 4.4: Histogram of the ratio of standard deviations of different methods over the OP
method in reconstructions of the abdomen phantom. The ordinary Poisson (OP) method

yields, on the average, 15% higher standard deviation than the shifted Poisson (SP) , saddle-
point (SD) and exact (EX) methods, and 39% more standard deviation than the prompt

(PR) method.
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Figure 4.5: Simulated thorax attenuation map.
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Figure 4.6: Profile through the reconstructed image of the exact log-likelihood (EX) method
using 3.6 million counts transmission scan. Profiles near zero attenuation level correspond

to the difference of the profiles between the EX method and the SP and the SD methods.
It can be seen that there is some noticeable difference between the reconstructions with SP

and EX method.
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Figure 4.7: E1 error norm between the exact log-likelihood (EX) method and the SP and
SD methods for each noisy realization.
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Figure 4.8: E2 error norm between the exact log-likelihood (EX) method and the SP and

SD methods for each noisy realization.
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Figure 4.9: E∞ error norm between the exact log-likelihood (EX) method and the SP and

SD methods for each noisy realization.
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Figure 4.10: Comparison of analytical approximations and empirical results for “zero-

thresholded” data. Upper figure shows that ordinary Poisson model is negatively biased
compared to Fig. 4.1, due to thresholding.
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Figure 4.11: Horizontal profile through the sample mean images for abdomen phantom,
obtained by using zero-thresholded data. The ordinary Poisson model leads to systematic
negative bias, especially for interior regions of the reconstructed image. The shifted Poisson

model estimator is free of systematic bias.
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Figure 4.12: Histograms of the ratio of standard deviations for abdomen phantom, obtained
by using zero-thresholded data. The ordinary Poisson model still leads to higher standard

deviation than the shifted Poisson model, (on the average 11%).
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Sinograms of transmission and blank scans

Figure 4.13: Separately collected sinograms (160 radial bins and uniformly spaced 192
angles). Clockwise from the upper left: (a) Delayed events of blank scan. (b) Delayed

events of transmission scan. (c) Prompt events of transmission scan. (d) Prompt events of
blank scan.
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Figure 4.14: Phantom used in the PET system for transmission scan.
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Figure 4.15: Scatter plot of delayed coincidence event of blank and transmission scans.
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Figure 4.16: Horizontal profile through the sample mean images for abdomen phantom
using constant AC rates. The constant AC rates approximation does not introduce any

systematic bias to the estimators.
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Figure 4.17: Histograms of the ratio of standard deviations of shifted Poisson estimators,
for abdomen phantom. Using the constant AC rates approximation slightly increases the
variance of the SP and SD estimators.
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4.9 Experimental Results

We applied penalized-likelihood estimators based on the approximations presented in

Section 4.3 to reconstruct attenuationmaps from transmission scans acquired with a Siemens/CTI
931 PET scanner. To study the bias and variance properties of these estimators, we col-

lected 100 two-minute transmission scans of an anthropomorphic thorax phantom (Data
Spectrum, North Carolina). Fig. 4.18 shows the reconstructed attenuation map of the slice
of interest from a 5 hour transmission scan. In each two-minute scan there were about 4.5M

prompt coincidence events and 0.7M delayed events for the slice of interest and the acquired
data was already randoms pre-corrected in hardware with standard delayed window coinci-

dences method. The sinograms had 192 radial bins and 256 angles uniformly sampled over
180 degrees. We approximated the system geometry with 3.1 mm wide strip integrals and

3.1 mm ray spacing. The reconstructed images were 128 by 128 with 4.7 mm pixels. For
regularization, we used the modified quadratic penalty [43] described in Section 2.4.2. This

penalty improves the resolution uniformity and enables matching of the spatial resolutions
of different methods. We matched the resolution of the reconstructed transmission images

for all methods to 2.65 pixels FWHM.
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Figure 4.18: Reconstruction of attenuation map for the slice of interest from 5 hour trans-
mission scan.

We applied EX, WLS, OP, SP and SD log-likelihood models (4.7, 4.10, and 4.11, 4.12,

4.13) to the experimental randoms pre-corrected transmission scans. The empirical results
from this study are consistent with the previous simulation results: a large bias for the

WLS method, and lower variance for the SP, SD and EX methods. Similar to Section 4.8.3,
although the individual images reconstructed by the SP method and the EX method differed

slightly, we observed very close agreement between the SD method and extremely precise
truncated exact log-likelihood for each reconstruction. However, the differences between

SP, SD and EX models in the ensemble means and variances were insignificant. Thus we
concentrate on the simple SP log-likelihood model in this section.
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Previously we have shown that a time-scaled version of delayed-coincidence events ac-
quired during the blank scan is a good estimate for the rn factors. (Even using a single

scalar constant works fairly well as shown Figure 4.17.) Note that these estimates of the rn
factors are used essentially for estimating the variance of the randoms pre-corrected data

in (4.5), not for performing randoms pre-correction. In our experiments the rn factors were
not available neither for the transmission nor for the blank scans, since the data was already
pre-corrected for the randoms. Thus, to estimate the rn factors for use in (4.12), we simply

scaled the blank scan so that its sum corresponded to the total number of AC events (this
scalar is available in the transmission scan file header) with no additional processing. De-

spite this possibly being a suboptimal approach, the SP method still yielded lower variance
attenuation maps than the OP method.

For each transmission scan an estimate of the attenuation map was reconstructed using
20 iterations of the grouped-coordinate ascent algorithms (described in Section 4.7) applied

to the objective functions (4.10), (4.11), and (4.12). In our simulations, we initialized the
iterations with a resolution-matched FBP image and always observed monotonic increase

in the objective function Φ(µ) for all cases. However, as a cautionary note it should be
mentioned that we have no theoretical guarantee for the transmission problem that all
methods will converge to the global maximum.
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Figure 4.19: Horizontal profile 66 through the sample mean images for abdomen phantom.
The WLS method has a systematic negative bias. The ordinary Poisson (OP) and shifted

Poisson (SP) methods appear free of this systematic negative bias.

We computed both the sample mean and sample standard deviation images for the
methods. Fig. 4.19 shows horizontal profiles of the sample mean images. These profiles show

63



that WLS is systematically negatively biased [32], whereas the OP and SP models appear
free of such systematic bias. The logarithm required by the WLS method negatively biases

the reconstructed transmission images (as described in Section 4.5) and this bias increases
as counts decrease. Since the rays traversing the center of the transmission phantom have

the lowest counts, these regions show the largest negative bias. (The overshoot at the edges
is due to the quadratic penalty used in the reconstruction. Even with noiseless data, this
blurring effect will still be present.).

Standard deviation image of SP method

0.0125

0.0

Figure 4.20: Sample standard deviation image of SP method from 100 transmission scans.

Fig. 4.20 shows the sample standard deviation image for the SP method. To study the
variance, we computed the ratio of the sample standard deviation image of the OPmethod to

the SP method, shown in Fig. 4.21. Fig. 4.22 shows the histogram of the standard deviation
ratios over all interior pixels. The OP model yields, on the average, about 11% higher

standard deviation than the SP model. Although the absolute standard deviation values
could be decreased by using longer scan durations, we expect relative standard deviations

of the OP and SP estimators to remain approximately constant for higher counts [34, 99].
This follows from the fact that the 1-D analytic approximations (4.20)-(4.22) and the 2-D
analytic approximation (which will be introduced in the next section) become more accurate

with increasing counts, and these approximations predict that the SP method will have less
noise than the OP method.
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Figure 4.21: Ratio of sample standard deviation images of OP method to SP method from
100 transmission scans.
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Figure 4.22: Histogram of the ratio of standard deviations in reconstructed attenuation
maps. The ordinary Poisson (OP) method yields, on the average, about 11% higher standard

deviation than the proposed shifted Poisson (SP) method.
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4.10 Covariance Approximations for Transmission Tomogra-
phy

One can use analytic approximations proposed in [34] to predict the covariance of
penalized-likelihood reconstruction methods without exhaustive simulations. In [34] these

approximations were shown to agree with empirical results from simulated PET scans (with-
out randoms precorrection) even for the highly nonlinear transmission reconstruction meth-

ods. Here, we apply the covariance approximation presented in [34] to the OP and SP
methods and compare the results with experimental randoms precorrected transmission

data.
We can express both the OP (4.11) and SP (4.12) log-likelihood approximations in the

form (4.6) with

hn(l, yn) = (yn + dn) log(bne
−l + sTn + dn)− (bne

−l + sTn + dn) (4.41)

and

dn
4
=

{
0, OP
2rn, SP

. (4.42)

Combining the log-likelihood approximation with a roughness penalty forms the penalized

log-likelihood objective function Φ(µ) as in (4.8).

A first-order Taylor expansion of µ̂(Y ) = argmax
µ≥0

Φ(µ, Y ) around Ȳ
4
= E {Y } leads to

the following approximation for the covariance of µ̂ [34]:

Cov {µ̂} ≈
[
−∇20Φ(µ̌, Ȳ )

]−1
∇11Φ(µ̌, Ȳ )Cov {Y }

·
[
∇11Φ(µ̌, Ȳ )

]′
[−∇20Φ(µ̌, Ȳ )]−1, (4.43)

where

µ̌
4
= argmax

µ
Φ(µ, Ȳ ). (4.44)

Following [34]:

−∇20Φ(µ̌, Ȳ ) = H
4
= A′ diag{un}A+ βR(µ̌) (4.45)

∇11Φ(µ̌, Ȳ ) = −A′ diag{cn} , (4.46)

where A = {anj} is the sparse system matrix, and

un
4
=

(
1−
(sTn + dn)

(
ȳn(µ

true) + dn
)

(ȳn(µ̌) + dn)2

)
bne
−ln(µ̌) , (4.47)

cn
4
=

bne
−ln(µ̌)

ȳn(µ̌) + dn
, (4.48)

and R(θ) = ∇2R(θ). Substituting (4.45), (4.46) and Cov {Y } = diag
{
ȳn(µ

true) + 2rn
}
into

(4.43) yields the following approximation for the estimator covariance:

Cov {µ̂} ≈H−1A′ diag{vn}AH
−1 (4.49)
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with

vn
4
=

(
bne
−ln(µ̌)

)2
(ȳn(µ

true) + 2rn)

(ȳn(µ̌) + dn)2
, (4.50)

with ȳn(µ) = bne
−ln(µ) + sTn as in (4.4).

For the experimental transmission data we predicted the variance of µ̂OP and µ̂SP using
the above approximations. In our implementation, we ignored the scattered events and

followed the “plug-in” approach of [34], by replacing each ȳn(µ̌) and ȳn(µ
true) in (4.49) with

the corresponding sample mean of the 100 transmission sinograms2. We used the precondi-

tioned conjugate gradient method [16, 36] to compute selected diagonal elements of (4.49).
Overall computation for computing the variance of each pixel was roughly equivalent to one

maximization of Φ(µ). Fig. 4.23 and Fig. 4.24 show the comparison of the empirical stan-
dard deviation and the approximate standard deviation of pixels through a horizontal cross

section through the attenuation map for the OP method and the SP method. The predicted
variance agrees well with the empirical results both for the OP and the SP methods. These

results show that even for two-minute transmission scans analytical approximations can be
used reliably. For longer scans with higher transmission counts the agreement should be
even better [34].

4.11 Noise Propagation Into Emission Reconstruction

In this section we derive approximate expressions to analyze the propagation of noise

from the attenuation maps through the ACFs into the reconstructed emission images. This
analysis describes the effects of transmission noise on the final emission images, which

may assist studies of the tradeoff between emission and transmission scan times, e.g. [4,
27]. Dahlbom and Hoffman [18] have analyzed emission image noise for the special case

of uniform density disk phantom (assuming both emission and transmission images are
reconstructed using FBP method). The covariance approximations presented here apply

to arbitrary objects, for attenuation maps reconstructed by penalized-likelihood estimators
with quadratic regularization.

4.11.1 Theory

To isolate the effects of transmission noise on the resultant emission images, we con-
sider noiseless emission measurements and we consider the FBP method for reconstructing

emission images after correcting for attenuation using noisy attenuation maps. We assume
the noiseless emission measurements are:

zn = e
−ln(µtrue)pn, (4.51)

where

pn =
M∑
k=1

gnkλk

2Although replacing ȳn(µ̌) and ȳn(µ
true) in (4.49) with the sample mean of the transmission sinograms is

impractical, it enables us to compute quickly the approximations for many pixels in the reconstructed image.
In Section 4.11 we present the results of variance approximations for a set of pixels for noise propagation
into emission images using the true plug-in approach (where we replace ȳn(µ̌) and ȳn(µ

true) with noisy
measurements). There we show that the predictions again agree well with empirical standard deviation
values.
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Figure 4.23: Empirical standard deviation (with error bars) and the approximate standard

deviation of OP method for pixels along horizontal profile 90 through the attenuation map.

is the attenuation-free projection of the emission image and where λ = [λ1 . . . λP ]
′ denotes

the vector of radio-isotope concentration. G = {gnk} represents the tomographic system
response including the geometric system model, ray dependent factors (e.g. detector effi-

ciency factors, dead-time, radio-isotope decay) and pixel dependent factors such as spatial
variations in sensitivity. And e−ln(µ

true) (with l(µtrue) = Aµtrue) represents the survival

probability for the nth ray. The noiseless emission measurements zn (4.51) are corrected
for attenuation using ACFs based on the attenuation map estimates µ̂. If one directly

corrects the emission measurements for attenuation by multiplication, the resultant images
have some artifacts because of the resolution mismatch between emission and transmission

sinograms [10,11]. Thus, one needs to smooth the emission sinogram to the same resolution
as the survival probabilities. We can write the attenuation-corrected emission sinogram as

follows:

ẑn = e
ln(µ̂) smooth

{
e−ln(µ

true)pn
}
. (4.52)

For FBP reconstruction of the emission images we consider the constrained least-squares
(CLS) window corresponding to (50) of [33] :

sinc (ku) / sinc (u)

sinc2 (ku) + αu3
, u ∈

[
0,
1

2

]
, (4.53)

where u denotes spatial frequency in cycles per radial sample, k is the ratio of the strip
width to the pixel size of the system model, and α is linearly related to β below [33]. (The
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Figure 4.24: Empirical standard deviation (with error bars) and the approximate standard

deviation of SP method for pixels along horizontal profile 90 through the attenuation map.

detector response is a rectangular function with frequency response sinc(ku).) Dividing by
sinc(u) in the numerator compensates for the linear interpolation step of the FBP method.

The FBP algorithm with the above smoothing window (4.53) is essentially equivalent to
quadratically penalized unweighted least-squares (QPULS) estimator without the nonneg-

ativity constraint [33]. The QPULS estimator is defined as [35]:

λ̂QPULS = argmin
λ
‖ẑ −Gλ‖2 + βλ′Roλ

=
[
G′G + βRo

]−1
G′ẑ, (4.54)

with

Ro[j, k] =

{ ∑
lwjl, k = j

−wjk, k 6= j,
(4.55)

where wjk = 1 for horizontal and vertical neighboring pixels and 0 otherwise. Since this
estimator is linear, its covariance is:

Cov
{
λ̂QPULS

}
=
[
G′G+ βRo

]−1
G′ Cov {ẑ}G

[
G′G + βRo

]−1
. (4.56)

We must find Cov {ẑ} to complete the above approximation. For simplicity we first make
the following approximation:

smooth
{
e−ln(µ

true)pn
}
≈ e−ln(µ̄)smooth{pn} , (4.57)
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where µ̌ is defined in (4.44). We plug this into (4.52):

ẑn ≈ e
ln(µ̂)e−ln(µ̄)smooth{pn} , (4.58)

and approximate Cov {ẑ} as:

Cov {ẑ} ≈DCov {t(µ̂)}D′ , (4.59)

where t(µ̂)
4
= [t1(µ̂) . . . tN (µ̂)]

′ with tn(µ̂) = e
ln(µ̂)−ln(µ̄) and µ̄

4
= E {µ̂} andD

4
= diag{smooth{pn}}.

Using first-order Taylor expansion around µ̄weapproximate3 Cov {t(µ̂)} as:

Cov {t(µ̂)} ≈ ACov {µ̂}A′. (4.60)

Finally, plugging (4.59) and (4.60) into (4.56) yields

Cov
{
λ̂QPULS

}
≈
[
G′G+ βRo

]−1
G′DACov {µ̂}A′DG

[
G′G+ βRo

]−1
. (4.61)

The variance of the estimated total activity within a region of interest (ROI), i.e. θ̂e =

e′ λ̂QPULS, is simply:

Var
{
θ̂e
}
= e′Cov

{
λ̂QPULS

}
e, (4.62)

where e is a column vector of length M that equals unity for the pixels in the region
of interest and zero elsewhere. To within the accuracy of the preceding approximations,

(4.61) shows the first-order propagation of the noise from the attenuation map µ̂ into the
emission reconstruction, and (4.59, 4.60) also show that Cov{µ̂} is scaled quadratically by
the attenuation-free emission projections pn (4.51) before propagating into emission image
covariance (since it is sandwiched between D matrices).

4.11.2 Results

We simulated noiseless emission measurements (4.51) for the emission phantom shown
in Fig. 4.25, using the same system specifications as the experimental transmission data.

(The rectangular regions numbered 1 through 5 are regions of interest used at the end of this
section). The spine, lungs, soft tissue, and heart had relative radioactivity concentrations of

0, 1, 2 and 4 respectively. The effects of attenuation were included in (4.51) by calculating
survival probabilities from an attenuation map reconstructed from a five-hour transmission

scan. To reconstruct this attenuation map we used the very precise saddle-point (SD)
approximation (4.13) along with an edge-preserving penalty function [39].
After smoothing the noiseless emission measurements to match the resolution of the

transmission data [10, 11], we applied ACFs computed from the noisy attenuation map
estimates µ̂OP and µ̂SP that were reconstructed from each experimental transmission scan.

We reconstructed emission images using FBP with the CLS window (4.53). Fig. 4.26 shows
the sample mean emission image with ACFs based on the SP method computed from 100

two-minute transmission scans as explained in Section 4.10. (The mean image of OP method
is not shown since it was very similar to that of the SP method.)

Fig. 4.27 shows the sample standard deviation image of the 100 emission reconstructions
with ACFs based on the SP method. To study the noise due to different methods, we

3We have found empirically that standard the deviation of the quantities ln(µ̂)− ln(µ̄) were around 0.06.
This empirical finding with our noisy experimental data justifies the Taylor series approximation.
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Figure 4.25: Emission phantom with several rectangular regions for noise computation.

computed the ratio of sample standard deviation images of emission reconstruction with

ACFs based on the OP method and the SP method, shown in Fig. 4.28. Fig. 4.29 shows the
histogram of the standard deviation ratios, over all interior pixels. Attenuation correction

based on the OP model yielded about 20% higher standard deviation than the SP model
on average.

To assess the accuracy of our analytical approximations, we compared to empirical vari-
ances described above to the variances predicted by (4.62). We used the preconditioned

conjugate gradient method to compute (4.62) for a set of pixels in the reconstructed emis-
sion image. We determined the elements of Cov {µ̂} in (4.61) two different ways: one
way used the approximation (4.49); the other way used the empirical covariance of the

100 independent attenuation map reconstructions4. Although replacing Cov {µ̂} with an
empirical covariance is impractical for routine use, it helps establish the accuracy of approx-

imation (4.62). Figures 4.30 and 4.31 compare the empirical standard deviations and the
approximate standard deviations of pixels along a horizontal profile through the emission

images. The analytical approximations for transmission noise propagation agree well with
the empirical results, and confirm the reduction in noise for SP method compared to OP

method.
Table 4.2 shows the percent standard deviation of the activity within the five different

3 by 3 pixel ROIs shown in Fig. 4.25 for the reconstructed images, with ACFs based on
the OP method and SP method. For each ROI, we also implemented the practical plug-in

4Instead of computing the empirical covariance directly from the independent attenuation map recon-
structions, we used the following computationally more efficient method. It can be seen from (4.61) and

(4.62) that Var
{
θ̂e
}
= Var {S} where S

4
= c′µ̂ and c′

4
= e′ [G′G + βRo]

−1
G′DA. Using the preconditioned

conjugate gradient method [16, 36], we pre-compute the row vector c′ only once and then compute the
scalar S for each independent attenuation map reconstruction. And then finally the sample variance of S is
computed.
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Figure 4.26: Empirical sample mean of emission images reconstructed with ACFs based on

100 different estimates of µ̂SP.

approach for computing (4.49), (which is then used in (4.62) for predicting the variance of

the reconstructed emission image pixels.) In this plug-in approach, we replaced each ȳn(µ̌)
and ȳn(µ

true) in (4.49) with the corresponding noisy sinogram element yn. We computed

variance approximation (4.62) for each of the 100 sinograms. Table 4.2 shows the sample
means (and standard errors) of the plug-in predicted variances for each ROI. The OP

model yields 8% to 23% higher standard deviation than SP model, and all the analytical
approximations agree well with empirical standard deviation values.
For comparison purposes we simulated 100 noisy emission sinograms having an average

of 2M counts per scan, and performed FBP reconstruction of the emission images. For the
ACFs we used the empirical mean of the transmission scans, to ensure that only emission

noise affected the reconstructions. (Since the emission noise is inversely proportional to the
square root of the total counts per scan, one could also predict emission noise for other

count levels.) Table 4.2 shows the empirical standard deviations for different ROIs due to
emission noise. These simulations illustrate the relative effects of emission and transmission

noise5.

4.12 Conclusions

AC events are a primary source of background noise in positron emission tomography.

After the AC events are precorrected, the measurement statistics are no longer Poisson
and the exact log-likelihood is complicated. For transmission scans, WLS method and

PML method based on ordinary Poisson (OP) model lead to systematic bias and higher

5Although transmission scans contained about 3.6M counts per scan, most of the counts were from
detector pairs whose line of responses do not intersect with the patient which yield un-attenuated high
counts.
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Figure 4.27: Sample standard deviation image of emission reconstruction with ACFs based
on SP method.

variance, respectively, compared to our proposed shifted Poisson (SP) and saddle point
(SD) models for the measurement statistics. Approximations, simulations and experimental

studies show that the new approximation agrees closely with the exact log-likelihood model
of the randoms pre-corrected measurements. Both the SP method and the SD method are

free of systematic bias and yield reduced standard deviation (about 10−15%) compared to
the OP model (at matched spatial resolution).

Although the individual images reconstructed by the SP method and the EX method
differed slightly, we observed very close agreement between the SD method and truncated

exact log-likelihood for each reconstruction. However, the differences between SP, SD and
EX models were statistically insignificant (based on the ensemble means and variances).
Thus SP method is particularly attractive since it requires comparable computation to the

OP method but has reduced variance.
We applied the covariance approximations to the attenuation map estimates from the

OP method and the SP method, and demonstrated that these approximations agree with
the empirical results from the experimental PET transmission scans. These approxima-

tions can be used to determine the variance of transmission reconstruction to investigate
parameters of interest (e.g. regularization parameters) and can supplement simulations.

The approximations also showed that the SP method yields less noisy images compared to
the OP method.

We also developed approximations to analyze the propagation of noise from attenua-
tion maps into emission reconstruction. For this purpose we assumed noiseless emission
measurements and developed approximations for the covariance of emission reconstruction

with ACFs computed from noisy attenuation maps. The approximations agree with the em-
pirical results and describe the propagation of noise from attenuation maps into emission

reconstruction.
Both the approximations and the empirical results show the interesting property that

when the transmission scan noise is propagated into the emission images, the relative dif-
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Figure 4.28: Ratio of sample standard deviation images of emission reconstruction with
ACFs based on OP method and SP method.

ferences in the variances between the OP model and the proposed SP and SD models, can
be even greater than when one considers the noise in the attenuation maps alone.
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Figure 4.29: Histogram of the ratio of standard deviations in the reconstructed emission
images with ACFs based on OP model and SP model. Attenuation correction factors based

on the OP model yielded, about 20% higher standard deviation than the SP model on
average.
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Figure 4.30: Empirical standard deviation (with error bars) and the approximate standard
deviation of OP method (using both empirical transmission variance and approximate trans-

mission variance) for pixels along horizontal profile 90 through the reconstructed emission
images.
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Figure 4.31: Empirical standard deviation (with error bars) and the approximate standard
deviation of SP method (using both empirical transmission variance and approximate trans-

mission variance) for pixels along a horizontal profile 90 through the reconstructed emission
images.
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Region OP Method
Empr. Std. App. Std. App. Std. App. Std.

(wt. emp tr var) (wt. app tr var) (wt. plug-in )
1 11.35 11.56 12.28 12.23 ±0.14
2 12.04 12.14 10.82 10.74 ±0.14
3 16.87 17.09 14.74 15.07 ±0.22
4 25.55 25.72 23.86 23.59 ±0.27
5 8.89 8.89 9.63 9.74 ±0.10

Region SP Method Emission
Empr. Std. App. Std. App. Std. App. Std. Noise

(wt. emp tr var) (wt. app tr var) (wt. plug-in )

1 10.20 10.39 11.34 10.88 ±0.10 2.60
2 10.93 10.98 9.80 9.39 ±0.09 2.12
3 15.68 15.91 14.32 13.99 ±0.16 2.79

4 24.85 25.34 23.53 22.54 ±0.20 4.66
5 7.30 7.35 7.61 7.49 ±0.07 2.47

Table 4.2: Empirical percent standard deviation and the approximate analytical percent

standard deviation of emission reconstruction using ACFs based on the OP method and SP
method (using both empirical transmission variance and approximate transmission variance

and plug-in transmission variance) for different regions shown in Fig. 4.25. Last column
shows the empirical percent noise of the regions due to only emission noise for two million

counts per emission scan.
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CHAPTER 5

PET Emission Scans

5.1 Introduction

In PET emission scans, generally a significant portion of the collected data is accidental
coincidence (AC) events and it is a primary source of background noise [53,74,86]. Moreover,

AC rates increase as the square of the amount of radio-isotope injected to the patient, while
true coincidences increase only linearly with the radio-isotope concentration. This count

rate limitation, along with detector deadtime determines the upper limit on the injected
radio-isotope dose for many PET studies. Most PET scans are compensated for AC events

by real-time subtraction of delayed-window coincidences. Real time subtraction of delayed
coincidences compensates for the average of AC events, but also destroys the Poisson statis-

tics [53] (Chapter 3). Moreover, negative values result during the real-time subtraction of
delayed coincidences. These negative values would cause conventional penalized maximum
likelihood algorithms to diverge. Setting the negative values to zero alleviates this problem

but introduces a systematic positive bias in the resulting images [74, 96].
In this chapter we briefly review the measurement model, the exact log-likelihood and

the approximations to the exact log-likelihood (described in Chapter 3) in the context of
PET emission scans with randoms pre-corrected measurements. We analyze the concavity

of the proposed objective functions and develop appropriate maximization algorithms to be
used in the image reconstructions with the proposed methods. We show that the proposed

approximate statistical models result in reconstructions free of systematic bias and lead
images with less noise compared to ordinary Poisson (OP) model for the randoms pre-

corrected data [100]. Although the SP model is shown to be slightly biased for emission
scans with very low count rates, the SD model is free of any systematic bias and perform
almost identically as the exact log-likelihood. Lastly, we study the bias-variance trade-

offs of the new methods by analyzing how close they perform to the uniform Cramer-Rao
bounds [51, 91].

5.2 Exact Log-Likelihood

In conventional PET scans the system detects coincidence events during two time win-

dows: “prompt” window and “delayed” window, and the data are pre-corrected for AC
events by real-time subtraction of delayed window coincidences [53]. Each such pre-corrected
measurement is the difference of two independent Poisson random variables, which com-

pensates in mean for AC events, but which also increases the measurement variance.
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Let Y = [Y1, . . . , YN ]
′ denote the vector of precorrected measurements, where “ ′ ” de-

notes vector and matrix transpose. The precorrected measurement for the nth coincidence

detector pair is:

Yn = Y
prompt
n − Y delayn , (5.1)

where Y promptn and Y delayn are the number of coincidences within the prompt and delayed
windows, respectively. Let λ = [λ1, . . . , λP ]

′ denote the vector of unknown radio-isotope

concentration. For emission scans, we assume that Y promptn and Y delayn are statistically
independent Poisson random variables with means ȳpn and ȳ

d
n respectively as:

E
{
Y promptn

}
= ȳpn(λ) =

P∑
j=1

gnjλj + s
E
n + rn (5.2)

E
{
Y delayn

}
= ȳdn = rn, (5.3)

where G = {gnj} represents the geometric system response and ray-dependent factors such
as attenuation and detector efficiency and the rn > 0 factors denote the mean of the AC

events.
Since Y promptn and Y delayn are statistically independent and Poisson:

E {Yn} = ȳpn(λ)− ȳ
d
n =

P∑
j=1

gnjλj + s
E
n
4
= ȳn(λ), (5.4)

Var {Yn} = ȳpn(λ) + ȳ
d
n =

P∑
j=1

gnjλj + s
E
n + 2rn. (5.5)

Let y = [y1, . . . , yN ]
′ be an observed realization of Y in (5.1). Since the measurements are

independent, one can express the exact log-likelihood as follows:

L(λ) =
N∑
n=1

hn(ln(λ)), (5.6)

with

ln(λ) =
P∑
j=1

gnjλj, (5.7)

and ignoring constants independent of λ throughout:

hn(ln(λ))
4
= log

 ∞∑
m=b−ync+

[ȳpn(λ)]
yn+m

(yn +m)!

rmn
m!

− (ȳpn(λ) + rn), (5.8)

where bxc+ = x if x > 0 and is 0 otherwise.
Since image reconstruction is ill conditioned, we combine a roughness penalty R(λ) with

the log-likelihood to form a penalized-likelihood objective function:

Φ(λ) = L(λ)− R(λ). (5.9)

The goal is to estimate λ by maximizing Φ(λ) over the nonnegative cone:

λ̂ = argmax
λ≥0

Φ(λ). (5.10)

The exact log-likelihood function (5.8) has a complicated form because of the lower and
upper summation limits. Next we describe approximations to the exact log-likelihood.
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5.3 Approximations to the Exact Log-Likelihood

In this section, we briefly review the four practical approximations to L(λ) (described

in Chapter 3) : the WLS model, the conventional OP model, the proposed SP model
approximation and lastly the newly proposed SD model approximation. All log-likelihood

approximations have the form (5.6) for different choices for hn(l, yn).

5.3.1 Quadratic Approximations

Quadratic approximation to the exact log-likelihood function [31]: leads to the data-

weighted least squares objective function LWLS(λ) of the form (5.6) with

hWLSn (l) =

 −
1

2

N∑
n=1

(l+ sEn − yn)
2 1

σ̂2n
, yn > 0

0, yn ≤ 0,

(5.11)

where σ̂2n = yn + 2rn is the data estimated variance of emission measurements.

5.3.2 Ordinary Poisson (OP) Approximation

The conventional approach is to ignore the random coincidences by assuming that

{Yn}
N
n=1 are distributed as independent Poisson random variables with means ȳn(λ) given

by (5.2). The log-likelihood LOP(λ) corresponding to this OP approximation is of the form

(5.6) with
hOPn (l) = bync+ log(l+ s

E
n )− (l+ s

E
n ), (5.12)

where bxc+ = x if x > 0 and is 0 otherwise. This thresholding ensures concavity of the OP
objective function as will be described in Section 5.5.

5.3.3 Shifted Poisson (SP) Approximation

A better approach is to match both the first and second moments by approximating the

random variables {Yn+2rn}
N
n=1 as having Poisson distributions with means {ȳn(λ)+ 2rn}.

This idea leads to the SP approximation LSP(λ) [97–99] (derived in Section 3.3.3) of the

form (5.6) with

hSPn (l) = byn + 2rnc+ log(l+ s
E
n + 2rn)− (l + s

E
n + 2rn), (5.13)

where again the zero thresholding of (yn+2rn) is necessary to guarantee that the objective
function is concave.

5.3.4 Saddle-point (SD) Approximation

An even better approximation, which is based on second order Taylor series approxima-
tion for the exact pmf, is derived previously in Section 3.4. For emission tomography this

saddle point (SD) approximation [98, 99] is of the form (5.6) with:

hSDn (l) = yn log

(
l + sEn + rn
zn + un(l)

)
− l + un(l)−

1

2
log (un(l)) (5.14)
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where from (3.35)

zn =

{
yn + 1, yn ≥ 0
yn − 1, yn < 0

, (5.15)

and

un(l) =
√
z2n + 4(l+ s

E
n + rn)rn. (5.16)

5.4 Exact Log-likelihood for Prompt Data

If one has access to the prompt data ypn (5.1) separately, then the exact log-likelihood

LPR(µ) can be written in the form (5.6) with [61]:

hPRn (l) = y
p
n log(l+ s

E
n + rn)− (l+ s

E
n + rn). (5.17)

The reason we include the exact log-likelihood model for prompt data is to simply be able

to compare the bias and variance results with the methods for randoms-precorrected data.

5.5 Concavity and Convergence

In this section we analyze the concavity of the various log-likelihood approximations to

study their converge properties for the emission reconstruction.
The second partial derivatives of the OP (5.12) and the SP (5.12) objective functions

and the PR log-likelihood (5.17) can be written as:

−
∂2

∂λjλk
L(λ) =

N∑
n=1

gnjgnk
xn

(ȳn(λ) + dn)2
, (5.18)

with

dn
4
=


0, OP
2rn, SP

rn, PR
(5.19)

and

xn
4
=


bync+, OP

byn + 2rnc+, SP
ypn, PR.

(5.20)

Thus, it can bee seen that the methods are globally concave for xn > 0, hence the zero

thresholds in (5.12, 5.13).
Since the “thresholding function” bync+ is not differentiable at yn = 0, it is difficult to

derive accurate analytic approximations for the mean and variance of the different estima-

tors above. However, one can explain intuitively the overall effect of zero-thresholding as
follows: setting negative precorrected data values to zero increases the mean of the pre-

corrected data. For the emission problem the data is linearly related to emission rates (
i.e.: yn ≈

∑P
j=1 gnjλj), thus the increase in the mean value of the precorrected data causes

the estimator to introduce a systematic positive bias for the estimated emission rates [74,96].
Concavity proof of the SD method is very detailed and it is investigated in Appendix E.

In Appendix E we prove that hSDn (l)’s are concave for l ∈ [0,∞). We also investigate the
convexity of derivatives of the hSDn (l)’s since we use the paraboloid surrogates maximization

algorithm of Fessler and Erdoğan [38] which requires certain convexity conditions of the
derivatives of the hSDn (l)’s [28].
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5.6 Log-likelihood Maximization

In this section we briefly review the maximization algorithms from the point of view

of the proposed objective functions for randoms-precorrected emission measurements and
derive appropriate maximization methods. We will first review the EM type algorithms

which are commonly used for emission tomography, and show how they can be applied to the
proposed approximations. Next, we will describe the application of paraboloid surrogates
maximization method to the SD method.

5.6.1 EM Type Algorithms

The expectation maximization (EM) algorithm is an iterative technique for computing
ML estimates [26], which is especially useful when direct calculation of ML estimates are
intractable. In this method, the observed measurements are supplemented with a complete

(unobserved) data space. Then at each iteration, one calculates the conditional expectation
of the complete data space and simultaneously maximizes the expectation with respect to

unknown parameters. Since its introduction, [61, 81] EM method has been used widely to
compute ML estimates in emission tomography.

Space-alternating generalized EM (SAGE) algorithm [40–42] is a generalized EM type
algorithm which updates parameters sequentially by alternating between small hidden-data

spaces [41]. As SAGE uses separate hidden data spaces for each parameter, not only
the maximization is simplified but convergence rate is also improved compared to EM.

In this section we will follow the notation in [41] for different SAGE algorithms for emis-
sion tomography reconstruction. We will derive the algorithms for randoms-precorrected
measurements.

For emission tomography the number of coincidences within the prompt window for the
nth coincidence detector pair is:

Y promptn =
p∑
k=1

Nnk +Rn + Sn,

where Nnk denote the number of emissions from kth pixel that are detected by the nth

detector pair within the prompt window and Rn and Sn denote the number of AC events
and scattered events respectively, detected by the nth coincidence detector pair within the

prompt window. Nnk, Rn and Sn are statistically independent Poisson random variables:

Nnk ∼ Poisson(gnkλk)

Rn ∼ Poisson(rn)

Sn ∼ Poisson(sEn )

where λk and gnk are as defined by (2.13, 2.14) and rn ≥ 0 and s
E
n ≥ 0 factors denote the

mean of AC events and scattered events respectively.

The number of coincidence events within the delayed window for the nth coincidence
detector pair are also distributed Poisson, with mean rn:

Y delayn ∼ Poisson(rn)

Then the precorrected measurements (5.1) for the nth detector pair is :

Yn =
P∑
k=1

Nnk + Rn + Sn − Y
delay
n .
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EM ALGORITHM:
The complete-data space for EM algorithm [61] is the set of unobservable random variates

X1 = {{Nnk}
P
k=1, {Rn}, {Sn}, {Y

delay
n }}Nn=1

For this complete-data space, the conditional expectation of the log-likelihood of X1

(ignoring constant terms independent of λ):

Q1(λ; λi) = E
{
log

(
pX1(X

1; λ) | Y = y; λi
)}

=
N∑
n=1

P∑
k=1

(
−gnkλk + N̄nk log(gnkλk)

)
where

N̄nk = E
{
Nnk | Yn = yn; λ

i
}

= E
{
E
{
Nnk | Yn = yn, Y

delay
n = ydelayn ; λi

}
| Yn = yn; λ

i
}

=
gnkλ

i
k

(ȳn(λi) + rn)
E

{
P∑
k=1

Nnk +Rn + Sn | Yn = yn; λ
i

}
(5.21)

= gnkλ
i
k

pYn(yn − 1; λ
i)

pYn(yn; λ
i)

where ȳn(λ) =
∑P
k=1 gnkλk + s

E
n as in (5.4) and pYn(.; λ) is the pmf of nth precorrected

measurement as in (3.4) with λ as a parameter. The evaluation of the last conditional

mean in the above expressions is derived in Appendix D.
The maximization of Q1(.; λi) analytically leads to the iterative ML-EM algorithm for

λ = [λ1 . . . λP ]:

λi+1k =
λik∑N
n=1 gnk

N∑
n=1

gnk
pYn(yn − 1; λ

i)

pYn(yn; λ
i)

, for i = 1, 2, . . . (5.22)

As mentioned before the exact pmf pYn(.; λ) (3.4) contains infinite summations and it

is computationally impractical. Thus we will plug in the previous approximations (OP, SP
and SD approximations) for the exact pmf in the above algorithm.

OP ML-EM Algorithm:
The conventional OP assumption for the pre-corrected events (3.18) leads to the iterative
update:

λi+1k =
λik∑N
n=1 gnk

N∑
n=1

gnk
pOPYn (yn − 1; λ

i)

pOPYn (yn; λ
i)

=
λik∑N
n=1 gnk

N∑
n=1

gnk

(
ȳn(λ

i)
)yn−1 e−ȳn(λi)
(yn − 1)!

yn!

(ȳn(λi))
yn e−ȳn(λ

i)

=
λik∑N
n=1 gnk

N∑
n=1

gnk
yn

ȳn(λi)
, for i = 1, 2, . . .

The above algorithm is the conventional ML-EM algorithm 2.18 [61], which is derived
assuming that the measurements have Poisson distribution. As mentioned earlier in Section
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5.5, randoms pre-correction can result in negative yn values and one needs to zero threshold
these values to guarantee the global convergence of the algorithm which results in the

iterative update:

λi+1k =
λik∑N
n=1 gnk

N∑
n=1

gnk
bync+
ȳn(λi)

, for i = 1, 2, . . . (5.23)

SP ML-EM Algorithm:
Plugging in the pSPYn (.; λ

i) (3.21) for the exact pmf in the EM algorithm (5.22) leads to SP
ML-EM algorithm:

λi+1k =
λik∑N
n=1 gnk

N∑
n=1

gnk
pSPYn (yn − 1; λ

i)

pSPYn (yn; λ
i)

(5.24)

=
λik∑N
n=1 gnk

N∑
n=1

gnk
byn + 2rnc+
ȳn(λi) + 2rn

, for i = 1, 2, . . .

which is very similar to previous ML-EM algorithms except the 2rn terms (which account
for the shift in the model). Thus the computational requirements of the above SP ML-EM

algorithm is approximately same with ML-EM.

SD ML-EM Algorithm:
Lastly, the SD approximation for the pSDYn (.; λ

i) (3.29,3.31) for the exact pmf in the EM
algorithm (5.22) leads to the iterative SD ML-EM algorithm:

λi+1k =
λik∑N
n=1 gnk

N∑
n=1

gnk
pSDYn (yn − 1; λ

i)

pSDYn (yn; λ
i)

=
λik∑N
n=1 gnk

N∑
n=1

gnk
yn + sign{yn}+ un(λi; yn)

2(ȳn(λi) + rn)
F (λi; yn) , for i = 1, 2, . . .

where un(λ; k) =
√
(|k|+ 1)2 + 4(ȳn(λ) + rn)rn and F (λ; k) =

eun(λ;k−1)

eun(λ;k)

√
un(λ; k)

un(λ; k− 1)
.

As shown previously SD approximation agrees with the exact pmf better than the other
models. Moreover as EM algorithm simultaneously updates the parameters, the above

update equation is only slightly more expensive than the previous update equations in
terms of computation requirements.

The above methods can be extended to the SAGE type maximization methods [41]. We
originally planned to use the fast SAGE maximization method for our 2-D reconstructions.

However, recently a method which is even faster than SAGE was introduced by Fessler
and Erdoğan [38] for emission reconstructions, called paraboloid surrogates maximization
algorithm. Thus in our reconstruction studies we used this method which we will describe

next.

5.6.2 Paraboloid Surrogates Maximization Algorithm

Similar to the surrogates function idea in grouped coordinate ascent method of Section

4.7, one maximizes a surrogate function (which is parabolic) in the paraboloid surrogates
coordinate ascent (PSCA) method [38]. Namely at the ith iteration we find:

λi+1 = argmax
λ≥0

Q(λ; λi)− βR(λ). (5.25)
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The surrogate function Q(λ; λi) is composed such that the log-likelihood function L(λ)
converges to the true maximizer. This is achieved by forming a summation of 1-D surrogate

functions as [38]:

Q(λ; λi)
4
=
N∑
n=1

qn
(
[Gλ]n; [Gλ

i]n
)

(5.26)

with [Gλ]n =
∑
j gnjλj. Since hn’s are concave and their first derivatives are convex for the

OP, SP and PR methods, one can use the following parabolic surrogate functions [38]:

qn(l; l
i
n) = hn(l

i
n) + ḣn(l

i
n)(l− l

i
n) +−

1

2
nn(l

i
n)(l− l

i
n)
2, (5.27)

with

nn(l) =


2
l

[
hn(l)− h(0)− lḣn(l)

]
, l > 0,

− ḧ(l), l = 0.
(5.28)

Then we use the fast coordinate ascent method (4.30) for maximizing the parabolic function
Q.

For the SD method: the results from Appendix E show that ḧSD(l) < 0 for l ∈ [0,∞),
proving that hSD(l) is strictly concave.

Also, the sign of hSD(3)(l) for different regions of l is summarized below for convenience:

hSD(3)(l) =



> 0, y ≤ −2
< 0, y = −1, r ≤

√
x2o − 1, l < l∗2

= 0, y = −1, r ≤
√
x2o − 1, l = l

∗
2

> 0, y = −1, l > max [0, l∗2]
< 0, y = 0, r ≤

√
7/6, l < l∗1

= 0, y = 0, r ≤
√
7/6, l = l∗1

> 0, y = 0, l > max [0, l∗1]

> 0, y ≥ 1

(5.29)

with xo, l
∗
1 and l

∗
2 as defined in (E.60), (E.34) and (E.64) respectively.

Thus, ḣSD(l) is convex for l ∈ [0,∞) for

A) y ≤ −2 (5.30)

B) y = −1, r ≥
√
x2o − 1 (5.31)

C) y = 0, r ≥

√
7

6
(5.32)

D) y ≥ 1 (5.33)

For the cases (A−D) one can use the optimum curvature for the paraboloid surrogate

functions. For the remaining cases we use the maximum curvature max
l∈[0,∞)

{
ḧSDn (l)

}
. Based

on the generalized mean value theorem for twice differentiable functions, the maximum

curvature ensures monotonicity [14, 28].
Thus, at each iteration the paraboloid surrogate function to be maximized is defined as

follows:

qn(l; l
i
n) = h

SD
n (l

i
n) + ḣ

SD
n (l

i
n)(l− l

i
n) +−

1

2
nn(l

i
n)(l− l

i
n)
2, (5.34)
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with

nn(l) =


−ḧSDn (l

∗
2), y = −1, r ≤

√
x2o − 1,

−ḧSDn (l
∗
1), y = 0, r ≤

√
7

6
,

tn(l), else

(5.35)

and

tn(l) =


2

l2

[
hSDn (l)− h

SD
n (0)− lḣ

SD
n (l)

]
, l > 0

−ḧSDn (l), l = 0.
(5.36)

5.7 1D Simulations

To analyze the performance of the approximations first we performed 1D simulations,
i.e.: λ scalar and P = 1. In the simulations the total number of true counts and randoms

counts were fixed as
∑N
n=1 gnλ = 100 and

∑N
n=1 rn = 50, and the gn and rn were constants,

and λtrue = 1. Fig. 5.1 shows the computed sample mean values (from 300 realizations) of
different estimators as a function of number of bins N . It is observed that as the number

of bins gets larger, i.e.: as the number of counts per bin gets smaller, both the OP and
SP method results in positive bias. This bias is due to the zero-thresholding of the data in

(5.12) and (5.13). Zero-thresholding increases the mean value of the data and this results
in a positive systematic bias since the data is linearly related to radio-isotope concentration

λ. Fig. 5.2 shows the sample standard deviation of different estimators as a function of the
number of bins.

We performed additional 1D simulations with nonuniform gn and rn values as well. Also,
we implemented the exact log-likelihood using two different methods: first we implemented

an extremely precise approximation to the exact log-likelihood based on the truncation of
the infinite summations (5.8) and also we implemented the exact log-likelihood using Bessel
functions (3.8). Fig. 5.3 shows the sample mean of each estimator for a total number of

100 true counts and 100 random counts. It is seen that both the SD method and the exact
log-likelihood results in bias free estimate independent of the number of counts per bin.

Fig. 5.4 shows the sample standard deviation of each estimator.
Lastly we performed simulations with noise free data for the same number of total counts

per bin. It can be seen from Fig. 5.5 that the noise free data with fractional counts results
in negative bias both for the SD and the exact log-likelihood methods. This result shows

that statistical methods designed for noisy data may results in bias when applied to noise
free data with low fractional counts per bin.

5.8 2D Simulations

To study bias and variance properties of the estimators based on the above approxima-
tions, we performed 2D simulations. For λ we used the synthetic emission phantom shown

in Fig. 5.6. The spine, lungs, soft tissue, and heart had relative radioactivity concentrations
of 0, 1, 2 and 4 respectively. The sinograms had 200 radial bins and 300 angles uniformly

sampled over 180 degrees. We approximated the system geometry with 2.8 mm wide strip
integrals and 2.8 mm ray spacing. The reconstructed images were 64 by 64 with 9 mm

pixels. The rn factors corresponded to a uniform field of 50% random coincidences.
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Figure 5.1: Sample mean of OP, SP and SD methods from 300 realizations where λtrue = 1.

We generated 300 pseudo-random emission measurements according to (5.2) and (5.3).

For each realization, an estimate of the emission phantom was reconstructed using 30 iter-
ations of the paraboloid surrogates algorithm [28, 38] applied to objective functions (5.12),

(5.13) and (5.14).
For regularization, we used the modified quadratic penalty [43] introduced in Sec-

tion 2.4.2. This penalty improves the resolution uniformity and enables matching of the
spatial resolutions of different methods. When we used the practical implementation (2.23)

we observed some resolution non-uniformity in the reconstructed images and some artifacts
at the edges, especially for low count simulations. To overcome this problem, we re-projected
the initial FBP reconstructed image to obtain improved estimates of Ȳ (θ̌) in [43] and also

approximated Ȳ (θ̄) with Ȳ (θ̌). This method resulted in artifact free and uniform resolution
images. We matched the resolution of the reconstructed images for all methods to 1.9 pixels

FWHM.
Since in these simulations we had access to Y promptn and Y delayn values separately, we also

performed conventional penalized maximum likelihood reconstruction with prompt counts
(PR) for comparison purposes. In the PR case the data is not precorrected for randoms and

we have access to rn values separately. Thus, this method is expected to perform better
than the randoms-precorrected methods1. We include this method in our simulations for

1In these simulations PR method is the idealized method where we assume that one has access to the
means of randoms rates (i.e: rn), but in practice one needs to estimate these quantities from noisy mea-
surements of delayed windows. Thus, the results reported here with PR method shows the upper bounds
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Figure 5.2: Sample standard deviation of OP, SP and SD methods from 300 realizations

where λtrue = 1.

comparison purposes only.

Fig. 5.7 and 5.8 show the sample mean and standard deviation images of different
methods for a total of 50,000 counts. And, Fig. 5.9 and 5.10 show the profiles through

the sample mean and standard deviation images. Also, Fig. 5.11 shows the histogram of
bias of different methods compared to the PR method (difference of the sample mean from

the sample mean of the PR method) and Fig. 5.12 shows the histogram of the ratio of the
standard deviation of different methods with respect to the PR method. The OP method
results in severe bias and the SP results in some bias in the reconstructed images. However,

the SP and SD methods yield similar amount of standard deviations.

on the performance of the PR method.
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Figure 5.3: Sample mean of OP, SP, SD and Exact methods from 300 realizations (with
nonuniform gn and rn) where λtrue = 1.
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Figure 5.4: Sample standard deviation of OP, SP, SD and Exact methods from 300 realiza-

tions (with nonuniform gn and rn) where λtrue = 1.
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Figure 5.5: Results of OP, SP, SD and Exact methods with noise free data (with nonuniform
gn and rn) where λtrue = 1.

Figure 5.6: Simulated emission phantom.
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Simulated phantom FBP OP

SP SD PR

Figure 5.7: Sample mean images of different methods from 300 realization with 50,000
counts per scan.
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Simulated phantom FBP OP

SP SD PR

Figure 5.8: Sample standard deviation images of different methods from 300 realization
with 50,000 counts per scan.
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Figure 5.9: Profile through the sample mean images of different methods from 300 realiza-
tion with 50,000 counts per scan.
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Figure 5.10: Profile through the sample standard deviation images of different methods

from 300 realization with 50,000 counts per scan.
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Figure 5.11: Histogram of the bias of different methods compared to PR method with 50,000
counts per scan.
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Figure 5.12: Histogram of the ratio of standard deviation of different methods to the stan-
dard deviation of PR method with 50,000 counts per scan.
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Figure 5.13: Reconstructed emission image (SD method) from 500,000 counts.

Also, Figs. 5.13 to 5.26 show the simulation results for 0.5 million and 5 million counts
per scan. For 0.5 million counts per scan, the OP method still causes systematic bias.
Moreover, as can be seen from histogram of standard deviation ratios in Fig. 5.19, on the

average the OP method results in more standard deviation than both the SP and the SD
methods. For 5 million counts per scan, all methods are free of systematic bias but the OP

method results in larger standard deviation than both the SP and the SD methods.
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Simulated phantom FBP OP

SP SD PR

Figure 5.14: Sample mean images of different methods from 300 realization with 500,000
counts per scan.
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Simulated phantom FBP OP

SP SD PR

Figure 5.15: Sample standard deviation images of different methods from 300 realization
with 500,000 counts per scan.
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Figure 5.16: Profile through the sample mean images of different methods from 300 real-
ization with 500,000 counts per scan.
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Figure 5.17: Profile through the sample standard deviation images of different methods

from 300 realization with 500,000 counts per scan.
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Figure 5.18: Histogram of the bias of different methods compared to PR method with
500,000 counts per scan.
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Figure 5.19: Histogram of the ratio of standard deviation of different methods to the stan-
dard deviation of PR method with 500,000 counts per scan.
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Figure 5.20: Reconstructed emission image (SD method) from 5,000,000 counts per scan.

Simulated phantom FBP OP

SP SD PR

Figure 5.21: Sample mean images of different methods from 100 realization with 5,000,000
counts per scan.
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Simulated phantom FBP OP

SP SD PR

Figure 5.22: Sample standard deviation images of different methods from 100 realization
with 5,000,000 counts per scan.
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Figure 5.23: Profile through the sample mean images of different methods from 100 real-
ization with 5,000,000 counts per scan.
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Figure 5.24: Profile through the sample standard deviation images of different methods

from 100 realization with 5,000,000 counts per scan.
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Figure 5.25: Histogram of the bias of different methods compared to PR method with
5,000,000 counts per scan.
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Figure 5.26: Histogram of the ratio of standard deviation of different methods to the stan-
dard deviation of PR method with 5,000,000 counts per scan.
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5.9 Cramer-Rao Bounds

To study bias-variance trade-offs of the proposed methods and to see how close they

perform to achievable bounds, we compared the performance of the proposed methods
to the uniform Cramer-Rao bound [91]. Unlike conventional Cramer-Rao bounds, uniform

Cramer-Rao bounds are applicable to biased estimators with unknown bias gradient length.
For this purpose we compare 1D empirical results of the OP, SP, SD and exact methods to
the 1D Cramer-Rao bounds. Note that for the 1D problem bias gradient length is relatively

easy to interpret.
For the 1D estimation problem, i.e.: λ scalar and P = 1, the Cramer-Rao (CR) bound

[93] on the variance of unbiased estimator λ̂ is given by:

Var
{
λ̂
}
≥ F−1Y , (5.37)

where FY is the Fisher information matrix

FY
4
= E

{(
∂

∂λ
L(Y, λ)

)2}
. (5.38)

However, the CR lower bound is only applicable to unbiased estimators. Although, there

is a biased CR bound [93] applicable to biased estimators, it is only applicable to estimators
with a given bias gradient. A more general form of CR bound called as uniform CR bound
has been developed [51,92] that applies to all biased estimators whose bias gradient length

satisfies: ∣∣∣∣ ∂∂λb(λ)
∣∣∣∣2 ≤ δ2 < 1, (5.39)

with bias defined as b(λ) = E
{
λ̂
}
− λ. A more general form of the following theorem is

proven in [51].

Theorem 1: Let λ̂ be an estimator with bias b(λ) whose bias gradient satisfies (5.39).
For nonzero FY , the variance of λ̂ is bounded as:

Var
{
λ̂
}
≥ B (λ, δ) , (5.40)

where B(λ, δ) is:

B(λ, δ) = κ2
FY

(1 + FY )2
(5.41)

and κ is determined by the unique positive solution of :

g(κ) =
1

(1 + κFY )2
= δ2 . (5.42)

By tracing out the family of points
(
δ,
√
B(λ, δ)

)
one can obtain a curve in the bias

gradient (δ) - standard deviation (σ) plane. This tracing can be achieved by continuously
varying κ over the range (0,∞) and plotting the curve using (5.41) and (5.42). Since B(λ, δ)

is a lower bound on Var
{
λ̂
}
= σ2λ, below the curve defines the unachievable region where

no realizable estimator exist. Figure 5.27 shows a δ− σ tradeoff curve [51] plotted in terms

of normalized standard deviation σ =

√
B(λ, δ)

B(λ, 0)
. If an estimator lies on the curve then

lower variance can only be achieved at the price of increased bias gradient and vice versa.
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Figure 5.27: The normalized uniform CR bound.

5.9.1 Estimation of Bias Gradient

To compare a particular estimator to the uniform CR bound in Theorem 1, the variance

and the bias gradient length need to be determined. Thus the particular estimator can be
placed in the achievable region above the uniform CR curve.

Bias and variance are analytically intractable (even for this 1-D problem), both for the
exact log-likelihood estimator and for the estimators based on approximate log-likelihood

models. Thus, we experimentally determine sample mean and sample variance for a se-
quence of L repeated measurement realizations {Yj}

L
j=1, i.e.: the sample variance is σ̂

2 =

1
L−1

∑L
j=1

(
λ̂(Yj)−

¯̂
λ
)2
where

¯̂
λ = 1

L

∑L
j=1 λ̂(Yj) is the estimator sample mean.

One can estimate the bias gradient by performing additional experiments with pertur-
bation of parameter λ. A computationally more efficient method is developed in [51] which
requires the same number of simulations as the sample mean and the sample variance esti-

mates. The unbiased and consistent sample mean estimate of bias gradient is given as [51]:

̂∂
∂λ
b(λ) =

1

L− 1

L∑
j=1

(
λ̂(Yj)−

¯̂
λ
)( ∂

∂λ
L(Yj, λ)

)
− 1. (5.43)

5.9.2 Simulations

We performed simulations to compare the performance each estimator with the uniform

CR bounds. In the simulations the total number of measurement bins were N = 100 and
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the true value of radio-isotope concentration was λ = 1, and the cn and the rn factors were
non-uniformly distributed with 50% random counts, i.e.:

∑
cnλ =

∑
rn. We performed

simulations with different amount of average counts per bin as : 0.2, 0.5, 1, 2, 20 and 200.
For each count level, we generated L = 10000 realizations of the measurements {Yj}

L
j=1.

We applied each estimator : exact (5.8), OP (5.12), SP (5.13) and SD (5.14) to the multiple
measurement realizations and computed the sample mean and the sample variance for each
estimator. We also estimated the bias gradient length for each estimator using (5.43).

To compare the performance of each estimator to the bounds, we generated uniform CR
bound curves at each count level using the following approach. It can be shown using (3.8,

3.9) that

∂

∂λ
L(Y, λ) =

N∑
n=1

cn

[
vn(yn − 1, λ)

vn(yn, λ)
− 1

]
, (5.44)

since
∂

∂λ
vn(yn, λ) = cn vn(yn − 1, λ) , (5.45)

with

vn(yn, rn) =



∞∑
m=0

ȳn(λ)
yn+m

(yn +m)!

rmn
m!
, yn ≥ 0

∞∑
k=0

ȳn(λ)
k

k!

r
(k−yn)
n

(k − yn)!
, yn < 0

(5.46)

=



(
ȳn(λ)

i
√
ȳn(λ) rn

)yn
Jyn

(
2i
√
ȳn(λ) rn

)
, yn ≥ 0(

rn

i
√
ȳn(λ) rn

)(−yn)
J(−yn)

(
2i
√
ȳn(λ) rn

)
, yn < 0

. (5.47)

from (3.9, 3.14) and Jn is the Bessel function of the first kind of order n.
In the simulations we computed single trial Fisher information for each realization as:

FYj =

(
∂

∂λ
L(Yj, λ)

)2
(5.48)

and then computed the sample mean F̂Y =
1
L

∑L
j=1 FYj to estimate the Fisher information

matrix. Using this Fisher information estimate, we computed B(λ, δ) and g(κ) in (5.41)

and (5.42). Hence, we generated the uniform CR bound curves in the σ− δ trade-off plane
by varying κ over the range (0,∞).
Figure 5.28 shows the standard deviation versus bias of each estimator for 0.2, 0.5,

1, 2, 20 and 200 counts per bin. Lower counts correspond to higher standard deviation

in the figure. The plots also show the standard error bars (plus and minus one standard
deviation) for bias (horizontal lines) and standard deviation (vertical lines). For almost all
the cases the error bars are smaller than the plotting symbols. Both the OP and the SP

model estimators are observed to be highly positively biased especially at low count levels.
This bias is essentially due to the zero thresholding of the data. Zero thresholding increases

the mean of the data which results in a systematic positive bias since the data is linearly
related to λ. At all count levels the exact and the SD models are observed to be virtually

unbiased.
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Figure 5.28: Bias versus standard deviation comparison of different estimators together

with standard error bars. For almost all the cases the error bars are smaller than plotting
symbols. The OP and SP models are observed to be positively biased especially for low

count rates.

Figure 5.29 compares different estimators to uniform CR bound in the σ − δ trade-off
plane. We included the standard error bars for the uniform CR bound curve (shown in
broken lines above and below the CR bound curve). To show all the results from different

count levels in the same plot we applied a scaling factor (inversely proportional to the square
root of the average counts per bin) to the standard deviation axis for the results at each

count level such that the uniform CR bound curves overlap. The plots for the OP method
also include standard error bars (plus and minus one standard deviation) for bias-gradient

(horizontal lines) and standard deviation (vertical lines). The error bars for other methods
are very similar to OP method and are not plotted in order not to clutter the figure. For

all count levels the OP model is observed to be further away from the uniform bound than
all the other estimators and thus it has the worst performance. The SP, SD and exact
methods are all observed to be very close to the uniform CR bound curve (especially at

higher counts). Although SP method results are a little further away from the CR bound
compared to the SD and exact methods, this difference does not seem statistically significant

based on the error bars.
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Figure 5.29: Performance of different estimators at different count levels compared to nor-
malized uniform CR bound (with standard error bar curves). The plots for the OP method

also include standard error bars. The error bars are not included for the other methods
since they are very similar to error bars on the OP method. For all the count levels the OP

method is observed to be further away from the uniform CR bound.

5.10 Conclusions

In PET emission scans, generally a significant portion of the collected data is accidental
coincidence (AC) events and it is a primary source of background noise. Most PET scans

are compensated for AC events by real-time subtraction of delayed-window coincidences.
For the randoms pre-corrected data we analyzed the concavity of the objective functions
and showed the data needs to be properly zero thresholded for the OP and SP methods

to ensure convergence, whereas the SD model is globally concave without any necessity
to zero thresholding. We developed appropriate maximization algorithms to be used in

the image reconstructions with the proposed methods: first we introduced EM type maxi-
mization algorithms for the proposed methods, then we applied the paraboloid surrogates

maximization algorithm.
To analyze the performance of the proposed methods first we performed 1-D simula-

tions. The results with different count levels showed that the OP and SP methods result in
systematic positive bias due to zero thresholding, while SD and exact log-likehood meth-

ods result in bias free estimates at all count levels. However, our simulations with noise
free emission measurement showed the interesting property that the SD method and exact
log-likelihood can result in negative bias when there is fractional counts (less than one) per
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bin. This phenomena requires further investigation.
We also performed 2-D simulations (with different count levels) which showed that the

proposed models result in reconstructions that are free of any systematic bias and lead
to images with less noise compared to ordinary Poisson (OP) model for the randoms pre-

corrected data. The SP model is shown to be slightly biased for emission scans with very
low count rates, whereas the SD model is free of any systematic bias and performs almost
identically as the exact log-likelihood.

Lastly, we studied the bias-variance trade-offs of the models in 1-D by analyzing how
close they perform to the uniform Cramer-Rao bounds. The analysis showed that the

OP method results in further distance from the uniform bound, i.e: it results in worse
performance than the proposed methods.
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CHAPTER 6

Conclusions and Future Work

6.1 Conclusions

AC events are a primary source of background noise in PET and should be compensated
appropriately both for the emission and transmission scans. One can use the “singles”

method [9] for estimating AC events, however this approach is not widely used because
of the necessity for additional hardware and moreover usually singles rate vary during

data acquisition. Thus, most PET centers use randoms pre-corrected data. In randoms
pre-correction the AC rates are estimated by delayed-window coincidences and data are

pre-corrected for AC events by real-time subtraction. Real time subtraction of delayed
coincidences compensates for the average of AC events, but destroys the Poisson statistics

[53]. Since the introduction of an ML-EM algorithm for PETmore than 25 years ago [61,81],
statistical image reconstruction methods have been based on idealized PET system with
Poisson statistical model, and ignored the effects of AC events. Although, randoms pre-

correction method clearly violates the Poisson statistics of the measurements, this problem
has been largely ignored in the PET SIR literature. Numerous papers have been published

simply ignoring the AC events and the randoms pre-correction. In most of the commercial
PET scanners (with or without statistical image reconstruction tools) image reconstruction

is done using randoms pre-corrected data.
We recommend separate acquisition and storage of delayed coincidences whenever fea-

sible. However, in practice most PET center archive and use only randoms precorrected
data because of software, hardware and data storage limitations (and historic momentum).

In this thesis we developed accurate statistical models and image reconstruction techniques
for PET measurements with pre-subtracted delayed coincidences. It may seem ironic that
we developed complicated image reconstruction methods to solve a problem created by

the data acquisition techniques employed by the PET scanners. However, this situation
is a real problem that most PET centers face with everyday. In practice, almost all of

the PET centers collect randoms pre-corrected data. Even most of the latest commercial
PET scanners (with or without iterative statistical image reconstruction tools) use only

random pre-corrected data in their image reconstruction. Thus, it can be said that for the
foreseeable feature PET centers will collect and achieve randoms pre-corrected data.

We introduced two new approximations to the complicated exact log-likelihood of the
pre-corrected measurements in PET: one based on a “shifted Poisson” (SP) model, and

the other based on saddle-point approximations to the measurement probability mass func-
tion (pmf) in Chapter 3. The SP model is based on the idea of matching both the first
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and second-order moments of the model to the underlying statistics of the pre-corrected
data [97]. Although both the WLS and SP models match two moments to the underlying

statistics, in the data WLS model the second moment is fixed independent of the unknown
parameters to be estimated (i.e.: the image), whereas in SP model the moments vary with

the measurement model appropriately. This difference is shown to be a very important
difference between the two models and the corresponding log-likelihood function of the SP
model is shown to have better agreement with the exact log-likelihood than the conventional

WLS and ordinary Poisson (OP) models. Moreover, the method is very practical and easy
to implement, and requires only negligible increase in computation. The second method

introduced (saddle-point (SD) model) [98, 99] is a very precise approximation to the exact
distribution of the pre-corrected measurements, based on the idea of making a second order

Taylor series approximation to the exact pmf in the z-transform domain (i.e.: on the proba-
bility generating function) and then carrying out the inverse transform. The corresponding

log-likelihood function to the SD model is shown to have the best agreement with the exact
log-likelihood compared to all of the previous approximations and its performance is shown

to be almost identical to the exact log-likelihood method.
We compared the estimators based on the new models to the conventional data WLS

and conventional maximum likelihood (based on the ordinary Poisson (OP) model) using

experiments, simulations and analytic approximations. We developed maximization algo-
rithms for the SP and the SD methods and presented representative performance results

from computer simulations and experimental transmission scans in Chapter 4. The results
show that the WLS method leads to systematic negative bias in the reconstructed attenu-

ation maps and the OP method results in higher standard deviation than the proposed SP
and SD methods. Although the individual images reconstructed by the SP method and the

EX method differed slightly, we observed very close agreement between the SD method and
truncated exact log-likelihood for each reconstruction. However, the differences between SP,

SD and EX models were statistically insignificant (based on the ensemble means and vari-
ances). Thus SP method is particularly attractive since it requires comparable computation
to the OP method but has reduced variance.

Both for the SP and SD methods some form of the estimates of the mean of random
coincidences needs to be used. We showed that the methods are very robust to the errors

in these estimates (even using a single scalar constant works fairly well). Note that these
estimates are used essentially for estimating the variance of the randoms pre-corrected data,

not for performing randoms pre-correction. In our experiments the random coincidence
factors were not available neither for the transmission nor for the blank scans, since the

data were already pre-corrected for the randoms. Thus, to estimate the mean of randoms,
we simply scaled the blank scan so that its sum corresponded to the total number of AC

events (this scalar is available in the transmission scan file header) with no additional
processing. Despite this possibly being a suboptimal approach, the SP method still yielded
lower variance attenuation maps than the OP method.

We also investigated the propagation of noise from the reconstructed attenuation maps
into the emission images reconstructed using the FBP method. Interestingly, the the dif-

ference in standard deviations in the emission images with the new methods were shown to
be even greater than in the attenuation maps.

To corroborate the empirical studies, we developed analytical approximations to the
reconstructed image covariance and we also developed analytical approximations for the

propagation of noise from attenuation maps into the reconstructed emission images. The
results of the analytic approximations are shown to be in good agreement with the experi-
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mental results.
In Chapter 5 we concentrated on the emission problem. We analyzed the concavity of the

objective functions and showed the data needs to be properly zero thresholded for the OP
and SP methods to ensure convergence, whereas the SD model is globally concave without

any necessity for zero thresholding. We developed appropriate maximization algorithms to
be used in the image reconstructions with the proposed methods: first we introduced EM
type maximization algorithms for the proposed methods, then we applied the paraboloid

surrogates maximization algorithm.
With 1-D and 2-D simulations (with different count levels) we showed that the proposed

models result in reconstructions that are free of any systematic bias and lead to images with
less noise compared to ordinary Poisson (OP) model for the randoms pre-corrected data.

Although the SP model is shown to be slightly biased for emission scans with very low count
rates, the SD model is free of any systematic bias and performs almost identically to the

exact log-likelihood. Also, we studied the bias-variance trade-offs of the models in 1-D by
analyzing how close they perform to the uniform Cramer-Rao bounds. The analysis showed

that the OP method results in further distance from the uniform bound, i.e: it results in
worse performance than the proposed methods.
The new methods offer improved image reconstruction in PET through more realistic

statistical modeling, yet with negligible increase in computation over the conventional OP
method.

6.2 Future Work

In this section we provide several suggestions for future work.

• In Appendix A, we have analyzed the effects of different update orders on the conver-
gence rate properties of the sequential algorithms, as a function of spatial frequency.
Although the analysis is carried out for WLS objective function, the results can be

extended to other sequential algorithms like SAGE, GCA or ordered subsets EM.

• In our models we assumed that the scattered events are known. The introduced
methods seem to be robust to the errors in the estimated values of scattered values.

For example in experimental transmission scan studies we ignored the scattered events
but the analytical approximations still performed fairly accurately. Nevertheless, this

topic requires further investigation.

• For the transmission problem neither the SP objective function nor the PR objective
function are concave. For the SD model we proved that it is concave for the emission
case, but for the transmission case the concavity analysis proves to be algebraically

tedious due to the complicated forms of the partial derivatives. For the exact log-
likelihood the complicated form of the log-likelihood expressions make it difficult to

perform a rigorous concavity analysis. Previous convergence proofs for transmission
algorithms depended heavily on the assumption of rn = 0 (i.e.: OP model). Further

investigation is necessary for the convergence properties of transmission algorithms
for randoms precorrected data and for the PR model with nonzero rn’s.

• We developed analytical approximations for the propagation of noise from attenuation
maps into reconstructed emission images. To isolate the effect of transmission noise
in the resultant emission image, we considered noise-free emission measurements and
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develop approximations for the covariance of the emission images reconstructed with
FBP method using ACFs computed from noisy attenuation maps. Further analysis for

noisy emission measurements reconstructed with other reconstruction methods would
be helpful.

• In our 1-D and 2-D emission simulations we observed that both the SD method and
exact log-likelihood method are free of any systematic bias even for very low count

rate scans. However, during the simulations with noise-free data, we noticed that
these methods result in negative bias for low fractional counts. This “mysterious”

behavior of the exact ML estimation method requires further investigation.

• Applications of the proposed methods to fully 3-D PET should show even further
image quality improvement compared to conventional ML methods (based on OP
model), since high AC rates and very low counts per sinogram bin are common in 3-D

PET.

• General approaches of this thesis can be applicable to the case where another compli-
cated distribution arise when detector deadtime effects are severe. It may be possible

to extent related ideas to the detector deadtime problem. But utility of this is uncer-
tain since Poisson assumption seems to be a reasonably good model for this effect.

• It would also be beneficial to extend the 1-D CRB analysis of the proposed methods
to 2-D.

• Lastly, it may be worthwhile to investigate the applicability of the developed methods
for ellectronically collimated SPECT.
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APPENDIX A

Update Orders for Sequential Iterative Algorithms

Unlike simultaneous update methods, for sequential iterative methods the “update or-

der” of the image pixels effects the convergence rate of the algorithm [7, 31, 79]. In this
appendix, we analyze the effects of different update orders on the convergence rate proper-

ties of the sequential algorithm, as a function of spatial frequency. Although the analysis
is carried out for PWLS objective function, one can expect to extend the results to other
sequential algorithms like SAGE.

For the emission problem the discretized tomographic system can be modeled with the
system matrix A where an element gij of A denotes the contribution of the annihilations

in the jth pixel to the ith detector pair measurements. The mean of the ith detector pair
measurement can be approximated as

yi =
N∑
j=1

gijλj (A.1)

where λj represents the annihilation activity in the jth pixel.
The WLS objective for emission tomography (3.16) with the penalty (PWLS) is:

Φ(λ) =
1

2
(ŷ −Aλ)′Σ−1(ŷ −Aλ) + βR(λ) (A.2)

where ŷ is the measurement vector with ŷi corresponding to the ith detector pair measure-

ment, Σ is the diagonal weightening matrix with ith diagonal entry σ2i , being the estimated
variance of ŷi. Finally R(λ) is the penalty function and β is the smoothing parameter. The

basic penalty function we use in this appendix is the quadratic smoothness penalty:

R(λ) =
1

2
λ′Rλ. (A.3)

As shown in [31], the WLS objective function (A.2), with the above penalty (for β > 0)
leads to strictly convex objective function. If A has full rank, R is symmetric nonnegative

definite, and the intersection of null spaces of A and R is empty then the corresponding
unconstrained solution λ̂ satisfies

∇
λ=λ̂
Φ = −A′Σ−1(ŷ −Aλ) + βRλ = 0 (A.4)

Hλ̂ = A′Σ−1ŷ (A.5)

where H is the Hessian :

H = ∇2λΦ = A
′Σ−1A+ βR. (A.6)
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A.1 Iterative Algorithm

Successive over-relaxation method (+SOR) is a computational efficient algorithm for

minimizing the quadratic objective function subject to the nonnegativity constraint. +SOR
is a coordinate descent algorithm, which sequentially updates one pixel at a time in order to

minimize the objective function while holding remaining pixel values constant. Gauss-Seidel
is a special case of SOR (when over-relaxation parameter is one) also known as ICM [3].
SOR algorithm without the nonnegativity constraint can be described in matrix form as

follows [101],
We first decompose H (A.6) as:

H = L+D+ L′ (A.7)

where L and D are strictly lower triangular and diagonal parts of H respectively. Then

SOR method corresponds to

λi+1 = −(D+ αL)−1[(α− 1)D+ αL′]λi + (D+ αL)−1αA′Σ−1ŷ (A.8)

where i indexes iteration and α ∈ (0, 2) is the relaxation parameter. The convergence
behavior of such iterations is determined [101] by the eigenvalues of

Gα = −(D+ αL)
−1[(α− 1)D+ αL′]. (A.9)

A.2 Convergence Properties

To analyze the eigenvalues of Gα we consider the 1-D problem with the simplifying

assumptions that Σ = I and A′A, R and H are circulant matrices (adopting the 2-D
assumptions in [31] and [79]). The later assumption implies Gα to be also a circulant

matrix, which enables one to analyze its eigenvalues as a function of frequency (of the
corresponding eigenvectors), by using 1-D Discrete Fourier Transform (DFT) of the kernel
of Gα.

For the kernel of A′A we use the following analytic approximation to 1/r as suggested
in [31] :

f(r) =

{
π − r r ∈ [0, 1]
2(arcsin(1/r)− (r −

√
r2 − 1) r > 1

(A.10)

and the quadratic penalty function R has the kernel [−1 2 1].
Let l(n) be the kernel of L which corresponds to the causal part of the kernel of H and

let L(w) be the corresponding 1-D DFT. SinceD is diagonal,D = d I where I is the identity

matrix. Then the eigenvalues of Gα (A.9) as a function of frequency ω are approximately

λα(ω) = −
(α− 1)d+ αL∗(ω)

d+ αL(ω)
(A.11)

where ∗ denotes complex conjugate corresponding to matrix transpose operation in (A.9).
To compare λα(ω) with the exact eigenvalues of Gα, we calculated the eigenvalues of

Gα using MATLAB and considered the dominant frequency component of each eigenvector
as the frequency content of the corresponding eigenvector. Comparing the exact eigenvalues

with the analytic approximation for a Gα of size 128x128, relaxation parameter α = 1 and
smoothness parameter β = 7, we observed that analytic approximation agrees well with the

exact eigenvalues and, as shown by Sauer and Bouman [79], high frequency components
converge fastest.
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A.2.1 Forward Backward Ordering

As noted previously SOR is a sequential algorithm, which enables one to alter the
update order of the pixels for each iteration. The previous analysis corresponds to con-
ventional ordering, i.e.: one updates 1st2nd . . . P th pixels sequentially in every iteration.

Different update orderings change the form of Gα resulting in different convergence prop-
erties. We experimented with several different update orders and one that works well is

forward-backward ordering (FBO) in which one begins from the first pixel and updates every
other pixel skipping the next one and repeats the procedure from the end to the beginning

for the remaining pixels, i.e.: update order is: 1st3rd . . . P th (P − 1)st(P − 3)rd . . .4th2nd

(when P is odd).

Such an ordering corresponds to the new linear system (compare with (A.5)):

(PHP′)(Pλ) = PA′Σ−1ŷ (A.12)

where P is the permutation matrix such that

Pij =


1 j = (2i− 1) i ≤ P

2

1 j = 2(i− P2 )
P
2 < i ≤ P

0 otherwise.

(A.13)

The new Hessian becomes Hfb = PHP
′. Let the corresponding strictly lower triangular

and diagonal parts to be Lfb and Dfb such that Hfb = Lfb +Dfb + L
′
fb.

By analogy to (A.9) the convergence rate of FBO is determined by the eigenvalues of

Gfb = −(Dfb + αLfb)
−1[(α− 1)Dfb + αL

′
fb]. (A.14)

It can be shown that the Hessian Hfb has the form:

Hfb =

[
Ld +Dd + L

′
d Kad

Kad Ld +Dd + Ld

]
. (A.15)

where Dd = d I(P
2
×P
2
) is diagonal matrix with same diagonal entries as Dfb. Ld is the lower

triangular matrix having the kernel ld(n) corresponding to down sampling by 2 of the kernel
l(n) (causal part of h(n)), i.e.: ld(n) = l(2n). Kd has the kernel kd(n) = h(2n + 1) and
Kad corresponds to time reversal, i.e.: kd(−n).

The corresponding DTFT of l(n) and kd(n) are

Ld(ω) =
1
2 [L(

ω
2 ) + L(

ω
2 + π)]

Kd(ω) =
1
2e
(−j ω

2
) [(L(ω2 )− L(

ω
2 + π)) + (L

∗(ω2 )− L
∗(ω2 + π))].

(A.16)

Then Gfb (14) can be written as:

Gfb = −

[
αLd +Dd 0
αKad αLd +Dd

]−1 [
(α− 1)Dd + αL

′
d αKad

0 (α− 1)Dd + αL
′
d

]

= −

[
A B
−BA −BB +A

]
.

(A.17)
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where

A = (αLd +Dd)
−1 ((α− 1)Dd + αL′d)

B = (αLd +Dd)
−1 (αKad)

. (A.18)

To find the eigenvalues ofGfb, one needs to solveGfbx = λx. Breaking the eigenvector
x into two parts as:

x =

[
x1
x2

]

we obtain the set of equations:

Axi1 +Bx
i
2 = −λix

i
1

Axi2 = −λiBxi1 − λix
i
2
for i ∈ (0, 1, . . .P − 1). (A.19)

Our empirical results suggest that for each eigenvalue λi both of the eigenvectors x
i
1 and

xi2 are composed of linear combinations of DFT basis vectors with corresponding frequencies
±ωi, such as

xi1 = ki11x
ωi + ki12x

−ωi

xi2 = ki21x
ωi + ki22x

−ωi (A.20)

where xωi is the DFT basis vector as [e−j0 e−j
2π
P
i . . . e−j

2π(P−1)
P

i].

Using the definitions of A and B (A.18) :

Axωi = ( (α−1)d+αLd(ωi)
∗

d+αLd(ωi)
) xωi = a(ωi)x

ωi

Bxωi = e−jωi( Kd(ωi)
d+αLd(ωi)

)∗ x−ωi = b(ωi)x
−ωi

(A.21)

the set of eigen equations (19) becomes[
(a(ωi) + λi)k

i
11

]
xωi +

[
(a(ωi)

∗ + λi)k
i
12

]
x−ωi =

[
−b(ωi)∗ki22

]
xωi +

[
−b(ωi)ki21

]
x−ωi[

(a(ωi) + λi)k
i
21

]
xωi +

[
(a(ωi)

∗ + λi)k
i
22

]
x−ωi = λi

[
−b(ωi)

∗ki12
]
xωi + λi

[
−b(ωi)k

i
11

]
x−ωi .

For i 6= 0, xωi and x−ωi are linearly independent, so it is required that:

(a(ωi) + λi)k
i
11 = −b(ωi)∗ki22, (a(ωi)

∗ + λi)k
i
12 = −b(ωi)ki21

(a(ωi)
∗ + λi)k

i
22 = −λib(ωi)ki11, (a(ωi) + λi)k

i
21 = −λib(ωi)∗ki12.

(A.22)

If one divides the left side of above equalities by the complex conjugate of the right side
equalities and gets rid of the i dependence for notational simplicity, the resulting equalities

are

(a(ω) + λ)k11
a(ω) + λ∗)k∗12

=
−b(ω)∗k22
−b(ω)∗k∗21

=
k22
k∗21

(A.23)

(a(ω)∗ + λ)k22
a(ω)∗ + λ∗)k∗21

=
−λb(ω)k11
−λ∗b(ω)k∗12

=
λk11
λ∗k∗12

. (A.24)
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From the above equalities

(a(ω)∗ + λ)(a(ω) + λ)λ∗

(a(ω) + λ∗)(a(ω)∗+ λ∗)λ
= 1 (A.25)

Im[(a(ω)∗+ λ)(a(ω) + λ)λ∗] = 0 (A.26)

Im[ |a(ω)|2λ∗ + a(ω)∗|λ|2 + a(ω)|λ|2+ λ|λ|2 ] = 0 (A.27)

|λ|2 = |a(ω)|2. (A.28)

Using (A.21) for a(ω), one gets the relation between the eigenvalues of Gfb and the

L(ω) as

|λ(ω)|= |
(α− 1)d + α2 [L(

ω
2 )
∗ + L(ω2 + π)

∗]

d + α2 [L(
ω
2 ) + L(

ω
2 + π)]

|. (A.29)

We observed close agreement for the above analytic approximation with the exact eigen-
values. Having an analytic approximation as above helps one to predict the convergence

rate properties of the algorithm without calculating the exact eigenvalues of the system
(which is computationally very difficult for a real sized problem).

Comparing the convergence properties of both update orders, we observed that at lower
frequencies FBO has smaller eigenvalues, which suggest that one can use FBO for the early

stages of iterations to quickly fine-tune the low frequencies. Another observation was that
the largest eigenvalue of FBO is smaller than that of regular ordering, which corresponds

to a better asymptotic convergence rate for FBO.
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APPENDIX B

Taylor’s Series Approximation of SP model

For transmission problem, SP model objective function (3.23) can be rewritten as:

LSP (µ) =
N∑
n=1

hn(ln(µ)), (B.1)

where

hn(l) = (yn + 2rn) log gn(l)− gn(l)

gn(l) = bne
−l + sTn + 2rn .

Applying second order Taylor’s series expansion to hn(l) about some value l̂n

hn(l) ≈ hn(l̂n) + h
(1)
n (l̂n)(ln− l̂n) +

h
(2)
n (l̂n)

2
(ln − l̂n)

2 (B.2)

where h(i)n (l) =
di

dli
hn(l) and

h(1)n (l) =

[
1−

yn + 2rn
gn(l)

]
bne
−l (B.3)

−h(2)n (l) =

[
1−
(yn + 2rn)2rn

g2n(l)

]
bne
−l. (B.4)

Let l̂n
4
= log

(
bn

yn−sTn

)
, which is the method-of moment estimate of the line integral of

attenuation ln (as used in (3.15)), this estimate yields gn(l̂n) = yn + 2rn. Substituting l̂n
into the above equations:

hn(l̂n) = (yn + 2rn) log(yn + 2rn)− (yn + 2rn)

h(1)n (l̂n) = 0

−h(2)n (l̂n) =
(yn − sTn )

2

(yn + 2rn)
.

Substituting into (B.2) results in the approximation:

hn(l) ≈ [(yn + 2rn) log(yn + 2rn)− (yn + 2rn)]−
1

2

(yn − s
T
n )
2

(yn + 2rn)
(ln − l̂n)

2. (B.5)
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Since the first term in (B.5) is independent of l we can disregard it, and then substituting
into LSP (µ) (B.1) results in the WLS approximation (3.15):

LWLS(µ) = −
1

2

N∑
n=1, yn>0

(ln(µ)− l̂n)
2 (yn − s

T
n )
2

(yn + 2rn)
. (B.6)
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APPENDIX C

Bias and Variance Analysis

In this appendix, we analyze bias and variance of the estimators for the 1D transmission

problem, using the analytic approximations suggested by Fessler for tomographic imaging
[34]. Assuming that the objective function L(µ, y) has a unique global maximum µ̂ for any

measurement y and that the maximum can be found by zeroing the partial derivatives of
L(µ, y), i.e.:

0 =
∂

∂µ
L(µ, y) |µ=µ̂ , (C.1)

then there exists an implicit function f(y) = [f1(y) . . .fP (y)] = µ̂ that maps the measure-

ment y into an estimate µ̂. From (C.1), the function f(y) must satisfy:

0 =
∂

∂µ
L(µ, y) |µ=f(y)=

∂

∂µ
L (f(y), y) . (C.2)

Computing the first and second order derivatives of (C.2) with respect to yn (by applying

chain rule) and considering the special case yn = ȳn, we obtain

∂

∂yn
f(ȳ) =

∂2

∂µ∂yn
L(µ̌, ȳ)

−
(
∂2

∂µ2
L(µ̌, ȳ)

) (C.3)

and

∂2

∂y2n
f(ȳ) =

∂
∂yn

f(ȳn)

−
(
∂2

∂µ2
L(µ̌, ȳ)

) ( ∂3

∂µ3
L(µ̌, ȳ)

∂

∂yn
f(ȳn) + 2

∂3

∂µ2∂yn
L(µ̌, ȳ)

)

+

∂3

∂µ∂y2n
L(µ̌, ȳ)

−
(
∂2

∂µ2L(µ̌, ȳ)
) (C.4)

where µ̌ = f(ȳ).

OP Model:
For the 1-D problem, ln(µ) = gnµ. Thus, the OP model objective function (3.20) can

be written as:

LOP (µ, y) =
N∑
n=1

yn log ȳn(µ)− ȳn(µ)

(C.5)
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where ȳn = bne
−gnµ + sTn . In the following derivations, s

T
n is assumed to be zero for

notational simplicity. The results for the models (OP, SP, SD) can easily be extended to

the case sTn 6= 0. The corresponding derivatives are:

∂

∂µ
LOP (µ, y) =

N∑
n=1

gnȳn(µ)

[
1−

yn
ȳn(µ)

]

−
∂2

∂µ2
LOP (µ, y) =

N∑
n=1

a2nȳn(µ)

∂3

∂µ3
LOP (µ, y) =

N∑
n=1

a3nȳn(µ)

∂2

∂µ∂yn
LOP (µ, y) = −gn

∂3

∂µ∂y2n
LOP (µ, y) =

∂3

∂µ2∂yn
LOP (µ, y) = 0.

Since we have omitted the penalty term from the objective function, estimator works
perfectly with noiseless data ȳn, i.e.:

∂
∂µLOP (µt, ȳ) = 0. Thus, µ̌ = f(ȳ(µ)) = µt where µt

is the true value of the attenuation coefficient. Computing the values of above equalities at
µt and ȳ:

∂

∂µ
LOP (µt, ȳ) = 0

−
∂2

∂µ2
LOP (µt, ȳ) =

N∑
n=1

a2nȳn(µt)

∂3

∂µ3
LOP (µt, ȳ) =

N∑
n=1

a3nȳn(µt)

∂2

∂µ∂yn
LOP (µt, ȳ) = −gn

∂3

∂µ∂y2n
LOP (µt, ȳ) =

∂3

∂µ2∂yn
LOP (µt, ȳ) = 0.

Substituting into (C.3) and (C.4):

∂

∂yn
fOP (ȳ) = −

gn∑N
n=1 a

2
nȳn(µt)

and

∂2

∂y2n
fOP (ȳ) =

a2n
∑N
n=1 a

3
nȳn(µt)(∑N

n=1 a
2
nȳn(µt)

)3 .
Lastly, substituting into (4.16) and (4.17) with Var(yn) = ȳn(µt) + 2rn:

Var{µ̂OP} ≈

∑N
n=1 g

2
n(ȳn(µt) + 2rn)(∑N
n=1 g

2
nȳn(µt)

)2 ,

E{µ̂OP} ≈ µt +
1

2
Var{µ̂OP }

∑N
n=1 g

3
nȳn(µt)∑N

n=1 g
2
nȳn(µt)

.
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SP Model:
For SP objective function (3.23), the corresponding derivatives are:

∂

∂µ
LSP (µ, y) =

N∑
n=1

gnȳn(µ)

[
1−

yn + 2rn
ȳn(µ) + 2rn

]

−
∂2

∂µ2
LSP (µ, y) =

N∑
n=1

a2nȳn(µ)

[
1−

(yn + 2rn)2rn
(ȳn(µ) + 2rn)2

]
∂3

∂µ3
LSP (µ, y) =

N∑
n=1

a3nȳn(µ)

[
1−
(yn + 2rn)2rn(2rn − ȳn(µ))

(ȳn(µ) + 2rn)3

]
∂2

∂µ∂yn
LSP (µ, y) = −gn

ȳn(µ)

ȳn(µ) + 2rn

∂3

∂µ∂y2n
LSP (µ, y) = 0

∂3

∂µ2∂yn
LSP (µ, y) = a2n

ȳn(µ) + 2rn
(ȳn(µ) + 2rn)2

.

For SP estimator, µ̌ = f(ȳ(µ)) = µt, since
∂
∂µLSP (µt, ȳ) = 0. Computing the values of

above equalities at µt and ȳ:

∂

∂µ
LSP (µt, ȳ) = 0

−
∂2

∂µ2
LSP (µt, ȳ) =

N∑
n=1

a2n
ȳ2n(µt)

ȳn(µt) + 2rn

∂3

∂µ3
LSP (µt, ȳ) =

N∑
n=1

a3n
ȳ2n(µt)(ȳn(µt) + 6rn)

(ȳn(µt) + 2rn)2

∂2

∂µ∂yn
LSP (µt, ȳ) = −gn

ȳn(µt)

ȳn(µt) + 2rn

∂3

∂µ∂y2n
LSP (µt, ȳ) = 0

∂3

∂µ2∂yn
LSP (µt, ȳ) = gn

ȳn(µt) 2rn
(ȳn(µt) + 2rn)2

.

Substituting into (C.3) and (C.4):

∂

∂yn
fSP (ȳ) = −

gn
ȳn(µt)

ȳn(µt)+2rn∑N
n=1 a

2
n

ȳ2n(µt)
ȳn(µt)+2rn

and

∂2

∂y2n
fSP (ȳ) =

(
∂

∂yn
fSP (ȳ)

)2  1∑N
n=1 a

2
n

ȳ2n(µt)
ȳn(µt)+2rn

N∑
m=1

a3m
ȳ2m(µt)(ȳm(µt) + 6rm)

(ȳ2m(µt) + 2rm)
2

−
4rngn

(ȳn(µt) + 2rn)

]
.
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Lastly, substituting into (4.16) and (4.17) with Var(yn) = ȳn(µt) + 2rn:

Var{µ̂SP } ≈

[
N∑
n=1

g2nȳn(µt)
2

(ȳn(µt) + 2rn)

]−1

E{µ̂SP } ≈ µt +
1

2
Var{µ̂SP }

∑N
n=1 g

3
n
ȳn(µt)2

ȳn(µt)+2rn∑N
n=1 g

2
n
ȳn(µt)2

ȳn(µt)+2rn

.

Quadratic Model:
For the 1D problem, WLS objective function (3.15) reduces to:

LWLS(µ) = −
1

2

N∑
n=1, yn>sTn

(
gnµ− log

(
bn

yn − sTn

))2 (yn − sTn )2
yn + 2rn

.

For this specific case, one can find the function f(y) explicitly. Namely, by zeroing the

derivative of the objective function, one obtains the WLS estimate of µ:

µ̂WLS = fWLS(y) =

∑N
n=1, yn>sTn

log
(
bn

yn−sTn

)
gn(yn−sTn )

2

yn+2rn∑N
n=1, yn>sTn

a2n(yn−sTn )2

yn+2rn

.

Then, for sTn = 0:

∂

∂yn
fWLS(ȳ) = −

gn
ȳn(µt)

ȳn(µt)+2rn∑N
n=1 a

2
n

ȳ2n(µt)
ȳn(µt)+2rn

=
∂

∂yn
fSP (ȳ)

which results in:

Var{µ̂WLS} ≈ Var{µ̂SP } ≈

[
N∑
n=1

g2nȳn(µt)
2

(ȳn(µt) + 2rn)

]−1
.

To derive approximate expression for E{µ̂WLS} we considered the simpler WLS estima-

tor, using the approximation y2n
yn+2rn

≈ yn, i.e.:

µ̃WLS = f̃WLS(y) =

∑N
n=1, yn>sTn

log bnyn gnyn∑N
n=1, yn>sTn

a2nyn
. (C.6)

Then,

∂2

∂y2n
f̃WLS(ȳ) =

2a3n∑N
n=1 a

3
nȳn(µt)

−
gn

ȳn(µt)
∑N
n=1 a

2
nȳn(µt)

.

Substituting into (4.17) we obtain the approximation:

E{µ̂WLS} ≈ µt +

∑N
n=1 g

3
n(ȳn(µt) + 2rn)(∑N
n=1 g

2
nȳn(µt)

)2 −
1

2

∑N
n=1 gn

(
ȳn(µt)+2rn
ȳn(µt)

)
∑N
n=1 g

2
nȳn(µt)

.
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SD Model:
For the 1D SD objective function (3.32), we note that

∂un(µ)

∂µ
=
2rn
un(µ)

(−anȳn(µ)) .

In the following we consider the case yn ≥ 0 for notational simplicity, the expressions for
yn < 0 can be derived in similar way. Using the partials defined in (3.36), (3.37) we obtain:

∂LSD(µ, y)

∂µ
=

N∑
n=1

anȳn(µ)

[
yn

ȳn(µ) + rn
− 1 +

2rn
un(µ)

(
−

yn
yn + 1+ un(µ)

+ 1−
1

2un

)]
, (C.7)

−
∂2LSD(µ, y)

∂µ2
=

N∑
n=1

a2nȳn(µ)

[
yn

ȳn(µ) + rn
− 1 +

2rn
un(µ)

(
−

yn
yn + 1 + un(µ)

+ 1−
1

2rn

)]

+ a2nȳ
2
n(µ)

[
yn

(ȳn(µ) + rn)2
−
4r2nyn(1 + yn + 2un(µ))

u3n(µ)(yn + 1 + un(µ))
2
−
4r2n
u4n
+
4r2n
u3n

]
(C.8)

and
∂2LSD(µ, y)

∂µ∂y
=

anȳn(µ)

− 1

ȳn(µ) + rn
+
2rn[u

2
n(µ) + un(µ)− 2yn(yn + 1)−

y3n+2y
2
n+yn
un

]

[u2n(µ) + un(µ)yn + un(µ)]
2

−
2rn(yn + 1)

u4n(µ)
+
2rn(yn + 1)

u3n(µ)

]
. (C.9)

One can substitute above expressions into (4.16) and (4.17) to obtain closed form ex-
pressions for bias and variance estimates for SD estimator.
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APPENDIX D

Evaluation of the Conditional Expectation

Let U ∼ Poisson(α), V ∼ Poisson(β) be independent and Y = U − V with pmf’s

pU(k), pV (k) and pY (k) respectively. We need to find E {U | Y = y}.
The conditional pmf of U :

P (U = k | Y = y) =
pU(k) pV (k − y)

P (U − V = y)
,

=

αke−α

k!
βk−ye−β

(k−y)!∑∞
m=byc+

αme−α

m!
βm−ye−β

(m−y)!

, for k ≥ 0 and y ≤ k

=

αk

k!
βk−y

(k−y)!∑∞
m=byc+

αm

m!
βm−y

(m−y)!

,

which results in the conditional expectation:

E {U | Y = y} =

∑∞
k=byc+ k

αk

k!
βk−y

(k−y)!∑∞
m=byc+

αm

m!
βm−y

(m−y)!

,

=
α
∑∞
l=by−1c+

αl

l!
βl−(y−1)

(l−(y−1))!∑∞
m=byc+

αm

m!
βm−y

(m−y)!

,

=
αP (U − V = y − 1)

P (U − V = y)
,

=
αP (Y = y − 1)

P (Y = y)
,

where going from first equality to the second we use the change of variables l = k − 1.
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APPENDIX E

Concavity Analysis of the SD Model

In this section we prove that the SD log-likelihood approximation is concave, i.e.:

hSDn (l)’s in (5.14) are concave for l ∈ [0,∞). We also investigate the convexity of deriva-
tives of the hSDn (l)’s since we use the paraboloid surrogates maximization algorithm by

Fessler and Erdoğan [38] which requires certain convexity conditions of the derivatives of
the hSDn (l)’s [28].
In the following we drop the subscript n and the sEn factors for simplicity, i.e.:

hSD(l) = y log

(
l + r

z + u(l)

)
− (l) + u(l)−

1

2
log (u(l)) , (E.1)

where

z =

{
y + 1, y ≥ 0
y − 1, y < 0,

(E.2)

and

u(l) =
√
z2 + 4(l+ r)r. (E.3)

The first and second derivatives of hSDn (l) can be written as:

ḣSD(l) =

(
y

l+ r
− 1 +

2r

u(l)

[
−

y

z + u(l)
+ 1−

1

2u(l)

])
(E.4)

ḧSD(l) =

(
−

y

(l+ r)2
−
4r2

u(l)3

[
1−

y(z + 2u(l))

(z + u(l))2
−
1

u(l)

])
. (E.5)

Since hSD(l) is three times continuously differentiable, it is strictly concave if ḧSD(l) < 0.

Dropping the dependence of u(l) on l for notational simplicity, ḧSD(l) can be rewritten as:

ḧSD(l) = −

(
y

(l+ r)2
+
4r2

u3
[1−K]

)
(E.6)

with

K =
y(z + 2u)

(z + u)2
+
1

u
, (E.7)

130



The case y ≥ 0:

For y ≥ 0, from (E.2)
y = z − 1 (E.8)

and let

x
4
=
u

z
. (E.9)

Then K (E.7) becomes:

K =
(z − 1)(1 + 2x)

z(1 + x)2
+
1

zx
(E.10)

=
z(x+ 2x2)− x− 2x2 + 1+ 2x+ x2

zx(x+ 1)2
(E.11)

=
z(x+ 2x2)− x2 + x+ 1

zx(x+ 1)2
(E.12)

and

1−K =
zx3 + x2 − x− 1

zx(x+ 1)2
(E.13)

=
x3(z − 1) + (x+ 1)2(x− 1)

zx(x+ 1)2
(E.14)

Since, (l+ r) =
(x2 − 1)z2

4r
:

ḧSD(l) = −

[
(z − 1)16r2

(x2 − 1)2z4
+
4r2

x3z3
x3(z − 1) + (x+ 1)2(x− 1)

zx(x+ 1)2

]
(E.15)

=
−4r2

z4(x+ 1)2

[
4(z − 1)

(x− 1)2
+
x3(z − 1) + (x+ 1)2(x− 1)

x4

]
(E.16)

=
−4r2

z4(x+ 1)2

[
4x4(z − 1) + x3(z − 1)(x− 1)2 + (x+ 1)2(x− 1)3

(x− 1)2x4

]
(E.17)

=
−4r2

z4(x− 1)2x4

[
(z − 1)x3 + (x− 1)3

)
(E.18)

=
−4r2

z4
[f(l) + g(l)] , (E.19)

with

f(l)
4
=

z − 1

(x− 1)2x
(E.20)

and

g(l)
4
=
(x− 1)

x4
. (E.21)

Since z ≥ 1, r > 0, then

x =

√
z2 + 4(l+ r)r

z
> 1. (E.22)

Thus for l ∈ [0,∞), f(l) ≥ 0 and g(l) > 0, and consequently ḧSD(l) < 0, proving that hSD(l)
is strictly concave for y ≥ 0. ♦
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To investigate the maximum of −ḧSD(l) and convexity of ḣSD(l) in [0,∞) we compute
hSD(3)(l):

hSD(3)(l) =
−4r2

z4

[
˙f(l) + ˙g(l)

]
, (E.23)

with

ḟ(l) =
−(z − 1)

(x− 1)4x2
(3x2 − 4x+ 1)2r

z2x
(E.24)

=
−2r(z − 1)(3x− 1)

z2x3(x− 1)3
. (E.25)

Also,

ġ(l) =
x4 − (x− 1)4x3

x8
2r

z2x
(E.26)

=
−2r(3x− 4)

z2x6
. (E.27)

Rewriting hSD(3)(l) (E.23) :

hSD(3)(l) =
8r3

z6x3
[fd(l) + gd(l)] (E.28)

with

fd(l)
4
=
(z − 1)(3x− 1)

(x− 1)3
, (E.29)

and

gd(l)
4
=
(3x− 4)

x3
. (E.30)

Fig. E.1 shows the plots of fd(x) and gd(x) for x > 1.

g_d(l)

x

3^4(z-1)

-1

1 4/3 2

f_d(l) + g_d(l)

f_d(l)

Figure E.1: Plots of fd(x) and gd(x) and their sum for x > 1.
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The case y = 0:

It can be seen from (E.29) and (E.30) that for x > 1, fd(x) = 0 and

gd(x) =


< 0, x ∈ [1, 4/3]
= 0, x = 4/3

> 0, x ∈ [4/3,∞)
(E.31)

Thus hSD(3)(l) has a zero crossing at l = l∗1:

x = 4/3 =
1

z

√
z2 + 4(l∗1 + r)r (E.32)

16

9
= 1 + 4(l∗1r) + 4r

2 (E.33)

l∗1 =
1

4r

(
7

9
− 4r2

)
(E.34)

and

hSD(3)(l) =


< 0, r ≤

√
7

6
, l < l∗1

= 0, r ≤

√
7

6
, l = l∗1

> 0, l > max [0, l∗1]

(E.35)

The case y ≥ 1:

It can be seen from (E.28,E.29,E.30) and Fig. E.1 that hSD(3)(l) > 0 for x ∈ [1,∞) and
thus for l ∈ [0,∞) .

The case y < 0:

For y < 0, from (E.2)
y = z + 1 (E.36)

and again let

x
4
=
u

z
. (E.37)

Then K (E.7) becomes:

K =
(z + 1)(1 + 2x)

z(1 + x)2
+
1

zx
(E.38)

=
z(x+ 2x2) + x+ 2x2 + 1+ 2x+ x2

zx(x+ 1)2
(E.39)

=
z(x+ 2x2) + 3x2 + 3x+ 1

zx(x+ 1)2
(E.40)

and

1−K =
zx3 − 3x2 − 3x− 1

zx(x+ 1)2
(E.41)

=
x3(z + 1)− (x+ 1)3

zx(x+ 1)2
(E.42)
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Since, (l+ r) =
(x2 − 1)z2

4r
:

ḧSD(l) = −

[
(z + 1)16r2

(x2 − 1)2z4
+
4r2

x3z3
x3(z + 1)− (x+ 1)3

zx(x+ 1)2

]
(E.43)

=
−4r2

z4(x+ 1)2

[
4(z + 1)

(x− 1)2
−
x3(z + 1)− (x+ 1)3

x4

]
(E.44)

=
−4r2

z4(x+ 1)2

[
4x4(z + 1) + x3(z + 1)(x− 1)2 − (x+ 1)3(x− 1)2

(x− 1)2x4

]
(E.45)

=
−4r2

z4(x− 1)2x4

[
(z + 1)x3 − (x+ 1)(x− 1)2

)
(E.46)

=
−4r2

z4
[f(l) + g(l)] , (E.47)

with

f(l) =
z + 1

(x− 1)2x
(E.48)

and

g(l) =
−(x+ 1)

x4
. (E.49)

Since z < −1, r > 0, then

x =

√
z2n + 4(l+ rn)rn

z
< −1. (E.50)

Thus for l ∈ [0,∞), f(l) > 0 and g(l) > 0, and consequently ḧSD(l) < 0, proving that
hSD(l) is strictly concave for y < 0. ♦

In order to investigate the maximum of −ḧSD(l) and convexity of ḣSD(l) in [0,∞) we
compute hSD(3)(l):

hSD(3)(l) =
−4r2

z4

[
˙f(l) + ˙g(l)

]
, (E.51)

with

ḟ(l) =
−(z + 1)

(x− 1)4x2
(3x2 − 4x+ 1)2r

z2x
(E.52)

=
−2r(z + 1)(3x− 1)

z2x3(x− 1)3
. (E.53)

Also,

ġ(l) =
−x4 + (x+ 1)4x3

x8
2r

z2x
(E.54)

=
2r(3x+ 4)

z2x6
. (E.55)

Rewriting hSD(3)(l) (E.51) :

hSD(3)(l) =
8r3

z6x3
[fd(l) + gd(l)] (E.56)
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with

fd(l)
4
=
(z + 1)(3x− 1)

(x− 1)3
, (E.57)

and

gd(l)
4
=
(−3x− 4)

x3
. (E.58)

Fig. E.2 shows the plots of fd(x) and gd(x) for x < −1.

g_d(l)

f_d(l)

f_d(l) + g_d(l)

1

(z+1) 135/343

(z+1)/2

-4/3-2 -1 x

Figure E.2: Plots of fd(x) and gd(x) and their sum for x < −1.

Lastly we can rewrite hSD(3)(l) (E.56) as:

hSD(3)(l) =
8r3

z6x3

[
3zx4 + (4− z)x3 + 3x2 − 9x+ 4

x3(x− 1)3

]
(E.59)

The case y = −1:

For this case, the only real root of hSD(3)(x) (E.59) for x ≤ −1 can be found as

xo = −1.1193219 (E.60)

Thus hSD(3)(l) has a zero crossing at l = l∗2 as:

x = xo =
1

z

√
z2 + 4(l∗2 + r)r (E.61)

xo =
1

−2

√
4 + 4(l∗2r) + 4r

2 (E.62)

x2o = 1 + l∗2r + r
2 (E.63)

l∗2 =
x2o − 1− r

2

r
(E.64)
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and

hSD(3)(l) =


< 0, r ≤

√
x2o − 1, l < l∗2

= 0, r ≤
√
x2o − 1, l = l

∗
2

> 0, l > max [0, l∗2]

(E.65)

The case y ≤ −2:

It can be shown using (E.59), that hSD(3)(l) does not have any real root for x ∈ (−∞,−1]
and thus hSD(3)(l) > 0 for l ∈ [0,∞) .
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