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Synopsis
Iterative reconstruction algorithms for non-Cartesian MRI can have slow convergence due to the nonuniform density of k-space samples. Convergence
speed can be improved by including the density compensation function into the algorithm, but current techniques for doing so can lead to SNR penalties
or algorithm divergence. Here, we combine the use of density compensation with a line search under the MFISTA framework. The method has the
convergence guarantees of MFISTA while gaining the speed improvements of using the density compensition function. The algorithm generalizes further
to any FISTA algorithm.

Introduction
Iterative, non-Cartesian image reconstruction algorithms for sparsity-promoting regularization can have slow convergence due to the variation in the
density of the k-space samples. A common solution is to include the density compensation function in the data �t term of the cost function, but this can
lead to an SNR penalty in the reconstructed image.  Alternative approaches include preconditioning  or variable splitting,  but these may require
parameter tuning or they may not satisfy convergence conditions. Here we present an approach that is similar to a preconditioned FISTA  with the
modi�cation of a line search routine on the data �delity part of the cost function. We apply it to MOCHA,  a state-of-the-art non-Cartesian MRI algorithm
with weak convergence guarantees. The new approach has the convergence guarantees of MFISTA  and the density compensation accelerations of
MOCHA. It is also fully-automated and generalizes to any FISTA-type algorithm.

Methods
Combining non-Cartesian trajectories with sparsity-promoting regularization can signi�cantly accelerate MRI scans. To estimate images from these scans,
we solve the following optimization problem:

where  is the image,  is a non-Cartesian system matrix (with sensitivity coils),  is the k-space data, and  is a sparsifying transform. FISTA is a popular
algorithm for such problems. Generally, FISTA-like algorithms solve at iteration  the following problem:

where  is a majorizing matrix and  comes from the data-�tting part.  is the data-�tting gradient at the

shifted point . Typically, FISTA uses , where  is the maximum eigenvalue of , but other more general

matrices are possible. Step sizes for the algorithm are related to . In some iterations - particularly early iterations - the  step size is conservative,

and it is possible to take larger steps, which we will do using a line search. We propose to change the gradient step to

where

This is equivalent to applying a steepest descent line search routine to the  search direction for the data-�tting part of the cost function. The

denoising subproblem shown above that incorporates the properties of the regularizer can also be accelerated based on .  Applying this line search
can allow the algorithm to take a larger or smaller step, depending on the iteration. We can guarantee convergence of the proposed method by
evaluating the cost function at  and guaranteeing monotonicity as in MFISTA.  This can be accomplished with minimal computation by storing a few
extra variables in memory.

We applied the new line search procedure to non-Cartesian image reconstruction with a MOCHA approximate majorizer.  The MOCHA procedure builds
a circulant  that is designed to mimic the properties of the density compensation function to speed convergence, but it does not guarantee the FISTA
condition of . The line search helps the algorithm take smaller steps in cases where  is not satis�ed, and we can also guarantee
convergence due to the MFISTA cost function checks.

We applied the new algorithm to a 50-spoke radial brain MRI data set with 4 sensitivity coils.
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Results
We tested three algorithms in our numerical experiments. FISTA  used , where  is the Lipschitz constant. MOCHA  used a circulant 
designed to emulate the density compensation function. LS-MOCHA is the standard MOCHA with the proposed line search improvements.

Figure 1 shows the images after 5 iterations of each algorithm. FISTA is further from convergence because it doesn't incorporate the k-space sampling
density, while MOCHA and LS-MOCHA are closer to convergence due to the circulant majorizer. Figure 2 shows images after 150 iterations of each
algorithm. By this point FISTA and LS-MOCHA are qualitatively similar. We do not show MOCHA since MOCHA diverged before reaching this point. Figure
3 shows a convergence plot of the normalized residual,

where  is estimated by running many thousands of iterations of FISTA. After 20 seconds, MOCHA diverges since it failed to design  such that 
 for this data set. LS-MOCHA is the fastest method. The results in Figure 3 are con�rmed by cost function plots in Figure 4.

Conclusion
We have developed a new line search method that accelerates FISTA-type algorithms. We demonstrated that the new method can both accelerate and
improve the robustness of non-Cartesian compressed sensing reconstruction. The method is generalizable to any FISTA-type algorithm. We chose to use
a line search to determine , but in the future we plan to investigate other choices for , as well as new applications such as dynamic imaging.
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Figures

Estimates of the image after �ve iterations. The MOCHA and LS-MOCHA methods are able to estimate broad image features with signi�cant sharpening
due to the circulant majorizer, while FISTA is still blurry since it is converging slower because it does not have any preconditioner related to the
nonuniform k-space sampling density.
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Estimates of the image after 150 iterations. The LS-MOCHA and FISTA methods are qualitatively similar, although LS-MOCHA has a lower cost function
value. No MOCHA image is displayed since MOCHA diverged before reaching 150 iterations.

 

Plot showing convergence speed of the three algorithms as a function of time. The plot measures , which is the log-scaled, normalized residual to
convergence. All three algorithms are similar in very early convergence, with LS-MOCHA being the fastest. MOCHA begins to diverge around 20 seconds
of computation time, and its �nal output is far from the true minimum. LS-MOCHA remains ahead of both other methods despite the time needed to
compute its line search.

 

Plot showing convergence speed of the three algorithms as a function of time. The plot measures the log-scaled cost function. All three algorithms are
similar in very early convergence, with LS-MOCHA being the fastest. All algorithms reach a steady cost function state fairly early on, although MOCHA
eventually diverges (seen in Figure 3, cut o� in these �gures).

 

ξ(k)

Proc. Intl. Soc. Mag. Reson. Med. 26 (2018)
2809

http://indexsmart.mirasmart.com/ISMRM2018/PDFfiles/images/617/ISMRM2018-000617_Fig2.png
http://indexsmart.mirasmart.com/ISMRM2018/PDFfiles/images/617/ISMRM2018-000617_Fig3.png
http://indexsmart.mirasmart.com/ISMRM2018/PDFfiles/images/617/ISMRM2018-000617_Fig4.png

