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Synopsis
This presentation will describe data-driven methods for image reconstruction, including adaptive dictionaries, sparsifying transforms, convolutional
neural network (CNN) models, and deep learning techniques. It will also discuss limitations and challenges of such methods.

Overview
Image reconstruction is a key step in the magnetic resonance imaging (MRI) pipeline. Until recently, there have been two primary methods for image
reconstruction: analytical and iterative. Analytical methods for image reconstruction use idealized mathematical models for the imaging system. Classical
examples are the �ltered back-projection method for tomography and the inverse Fourier transform used routinely in MRI. Typically the analytical
methods consider only the sampling properties of the imaging system, and ignore the other aspects of the system physics and measurement noise.
These reconstruction methods have been used extensively because they require modest computation.

Over the past two decades, image reconstruction has evolved from exclusive use of analytical
methods to wider use of iterative or model-based methods that account for the physics of the
imaging system, the statistical properties of the measurement noise, and prior models for the
object being imaged. A key turning point in the �eld was the introduction of compressed
sensing in about 2005 and its rapid illustration on real MRI applications in about 2007. This led
to an explosion of research that �nally led to FDA approval of compressed sensing MRI
products in 2017 for some MRI vendors.

Until recently, the object priors that have been used for model-based image reconstruction and
for compressed sensing have been developed "by hand" by algorithm designers, using
standard mathematical image processing tools like wavelet transforms and total variation
regularization.

The emerging trend in the �eld is to replace human-de�ned signal models with signal models
that are learned from data. For example, in MRI there are numerous images available that were
acquired with full k-space sampling. One can use machine learning techniques to learn signal
models such as dictionaries from that training data and then use those signal models later to
reconstruct images from under-sampled data. Another data-driven option is to learn a sparse
signal model concurrently with the image reconstruction process, rather than relying on prior
training data. This approach is called blind or adaptive dictionary (or transform) learning. These
methods are a fairly radical departure from the previous 3+ decades of image reconstruction
research where most regularizers were de�ned using math models and physics, not from data.

The latest trend in this �eld is to use existing data to train convolutional neural nets (CNNs) to
use as a component in an image reconstruction algorithm.

This presentation will summarize some of the recent methods for using adaptive signal models
in MR image reconstruction, including dictionary/transform/CNN models, and will discuss
limitations and challenges associated with such methods.
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