Chapter 6

Reconstruction from Fourier Samples
(Gridding and alternatives)
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6.1 Introduction (s,four,intro)

There are a wide variety of inverse problems in which one can consider the available data to be samples of the Fourier transform of an object \( f \) of interest, and the goal is to reconstruct that object from those (noisy) samples. Examples include radio astronomy [1–5], radar [6–10], radiometers [11], ultrasound [12–14], magnetic resonance imaging [15–18], and tomographic image reconstruction (for 2D parallel-beam geometry) based on the Fourier slice theorem as described in §3.4. This chapter describes solution methods for such inverse problems.

Rarely is the sampled Fourier transform an exact model; for example, in MRI this formulation ignores many physical effects such as field inhomogeneity and spin relaxation. (See Chapter 7.) Nevertheless, it can be a useful starting point. This problem also allows us to introduce general principles for solving inverse problems without the complications of accurate physical models.

A related problem of interest in fields such as astronomy is that of performing spectral analysis of unevenly sampled data, e.g., [19, 20]. Some methods of this chapter may be suitable for such applications.

Throughout this chapter we focus on methods that are applicable to general sampling patterns. There are also techniques for specific sampling patterns, such as spirals e.g., [21–23] and concentric rings [24]. In particular, the case of polar samples has been studied extensively due to its relevance to tomography, e.g., [25–34]. Several of those methods are based on polar to Cartesian interpolation schemes that are specific to the case of polar sampling. An interesting open question is whether the methods for general sampling have progressed sufficiently to make the pattern specific techniques unnecessary.
6.1.1 Problem statement

Let \( f(\vec{x}) \) denote the unknown object, e.g., the patient’s transverse magnetization in MRI, where \( \vec{x} \in \mathbb{R}^d \). Typically \( d = 2 \) or \( d = 3 \), but the methods described apply to any dimension \( d \in \mathbb{N} \). Sometimes we write \( f^{\text{true}} \) rather than just \( f \) to denote the “true” unknown object. The available measurements are \( n_d \) samples of the Fourier transform of \( f \) at spatial frequencies \( \vec{\nu}_1, \ldots, \vec{\nu}_{n_d} \), contaminated by measurement noise. Fig. 6.1.1 illustrates some of the frequency domain sampling patterns of interest in MRI. For simplicity we assume an additive noise model:

\[
y_i = F(\vec{\nu}_i) + \varepsilon_i, \quad i = 1, \ldots, n_d,
\]

(6.1.1)

where \( \varepsilon_i \) is zero-mean (complex) noise, and \( F(\vec{\nu}) \) denotes the Fourier transform of \( f \) for \( \vec{\nu} \in \mathbb{R}^d \), defined as follows:

\[
F(\vec{\nu}) = \int_{\mathbb{R}^d} f(\vec{x}) e^{-i2\pi\vec{\nu}\cdot\vec{x}} \, d\vec{x}.
\]

(6.1.2)

Our goal is to estimate the true object function \( f^{\text{true}} \) from the measurement vector \( y = (y_1, \ldots, y_{n_d}) \).
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Figure 6.1.1: Examples of 2D k-space sampling patterns \( \{\vec{\nu}_i\} \) of interest in MRI.

We assume throughout that the frequency sample locations \( \{\vec{\nu}_i\} \) are distinct. If the same spatial frequency were sampled more than once, then one could aggregate the corresponding measurements by averaging, thereby reducing the problem to the case of distinct frequencies.

The problem (6.1.1) involves discrete data but an unknown function \( f \) of continuous spatial variables. Such discrete-continuous problems seem to be hopelessly non-unique, because there are infinitely many functions \( \hat{f} \) that agree exactly with the measurements, i.e., that satisfy the equalities \( y_i = \hat{F}(\vec{\nu}_i) \) for \( i = 1, \ldots, n_d \). However, in the presence of noise, none of these possible “solutions” will match \( f^{\text{true}} \) exactly, and most of these “solutions” will be uselessly noisy. Thus, to “solve” this problem we must

- constrain \( f \) to lie within some set of useful functions,
- state a criterion for specifying which estimate \( \hat{f} \) in that set is the “best” given the measurement vector \( y \), and
- find a numerical algorithm for computing that \( \hat{f} \).

Interestingly, there are numerous publications related to partial k-space reconstruction methods, e.g., [35, 36]. Strictly speaking, any finite set of Fourier samples is a “partial” set, because no finite set can uniquely determine \( f \) exactly, without further constraints, even in the absence of noise.

6.1.2 Solution strategies

As summarized elegantly in [37] in the context of emission tomography, there are three general categories of solutions to inverse problems such as (6.1.1). Because the data \( y \) is finite dimensional, one option is to also discretize or parameterize the object \( f \) and estimate those parameters from \( y \). This discrete-discrete approach is described in §6.2.
Alternatively, one can tackle the **discrete-continuous** model (6.1.1) directly, as described in §6.3. Another option is to imagine hypothetical measurements that are indexed by a **continuous** set of variables, solve for \( f \) in using those hypothetical measurements, and then attempt to implement a practical discretization of that solution. (The FBP method for tomographic reconstruction is an example of this approach because it is based on the idealized Radon transform model for tomography.) This **continuous-continuous** formulation is particularly popular in MRI, and is described in §6.4.1 and §6.4.3.

### 6.1.3 Space-limited objects

All of the methods described below assume that \( f \) is space-limited to some known subset \( \mathcal{D} \) of \( \mathbb{R}^d \). This assumption is reasonable physically (objects are space limited, except perhaps in astronomy), and it seems virtually essential from sampling theory because we are sampling in frequency space. In particular, in medical imaging is reasonable physically (objects are space limited, except perhaps in astronomy), and it seems virtually essential from continuous-continuous model for tomography.) This approach because it is based on the idealized Radon transform model for tomography.)

For space-limited functions, we can replace (6.1.2) with an integral over \( \mathcal{D} \):

\[
F(\vec{i}) = \int_{\mathcal{D}} f(\vec{x}) e^{-i2\pi\vec{\nu}\cdot\vec{x}} d\vec{x},
\]
so

\[
F(\vec{\nu}_i) = \langle f, \phi_i \rangle = \int_{\mathcal{D}} f(\vec{x}) \phi_i^*(\vec{x}) d\vec{x},
\]

where we define

\[
\phi_i(\vec{x}) \triangleq e^{i2\pi\vec{\nu}_i\cdot\vec{x}} \mathbb{1}_{\{\vec{x} \in \mathcal{D}\}}, \quad i = 1, \ldots, n_d.
\]

From (6.1.3), alternative expressions are

\[
F(\vec{\nu}_i) = \int F(\vec{\nu}) S^*(\vec{\nu} - \vec{\nu}_i) d\vec{\nu} = \int F(\vec{\nu}) S(\vec{\nu}_i - \vec{\nu}) d\vec{\nu}
\]

where \( * \) denotes \( d \)-dimensional convolution and \( S(\vec{\nu}) \) denotes the \( d \)-dimensional Fourier transform of the spatial support function \( s(\vec{x}) \) that is defined by

\[
s(\vec{x}) \triangleq \mathbb{1}_{\{\vec{x} \in \mathcal{D}\}} \xrightarrow{\text{FT}} S(\vec{\nu}) = \int_{\mathcal{D}} e^{-i2\pi\vec{\nu}\cdot\vec{x}} d\vec{x}.
\]

Typically \( \mathcal{D} \) is square or circular, so \( S(\vec{\nu}) \) is a sinc or jinc function. Because \( s(\vec{x}) \) is real, \( S(\cdot) \) has conjugate symmetry: \( S(-\vec{\nu}) = S^*(\vec{\nu}) \).

### 6.1.4 Operator formulation (s,four,op)

It will simplify notation (and unify concepts) to express the model (6.1.1) using linear algebra. Defining the linear operator \( \mathcal{A} : L_2(\mathcal{D}) \rightarrow \mathbb{C}^{n_d} \) as follows:

\[
[\mathcal{A}f]_i = \int f(\vec{x}) \phi_i^*(\vec{x}) d\vec{x},
\]

rewrite (6.1.1) as

\[
y_i = [\mathcal{A}f]_i + \varepsilon_i,
\]

or equivalently as

\[
y = \mathcal{A}f + \varepsilon,
\]

where \( \varepsilon = (\varepsilon_1, \ldots, \varepsilon_{n_d}) \). Loosely speaking, one can think of \( \mathcal{A} \) as a \( n_d \times \infty \) “matrix,” conveying that this reconstruction problem is severely under-determined. (In particular, a “matrix inverse” cannot be the solution [38].)
6.1.4.1 Adjoint operator

A few operators related to \( A \) will appear frequently. Throughout this chapter, we use the usual inner products on \( L_2(D) \) and \( \mathbb{C}^{n_d} \), for which the **adjoint** of \( A \), denoted \( A^* \), is given by

\[
g = A^* w \iff g(\vec{x}) = \sum_{i=1}^{n_d} w_i \phi_i(\vec{x}) = \begin{cases} \sum_{i=1}^{n_d} w_i e^{i 2\pi \vec{\nu}_i \cdot \vec{x}}, & \vec{x} \in D \\ 0, & \text{otherwise}. \end{cases} \tag{6.1.10} \]

In Fourier transform terminology, \( A \) is the **analysis** operator and \( A^* \) is a kind of **synthesis** operator. To verify that \( A^* \) is the adjoint of \( A \), note that

\[
\langle f, A^* v \rangle = \int f(\vec{x}) \left[ \sum_{i=1}^{n_d} \phi_i(\vec{x}) \right]^* d\vec{x} = \sum_{i=1}^{n_d} \phi_i^*(\vec{x}) \int f(\vec{x}) d\vec{x} = \sum_{i=1}^{n_d} [A f]_i v_i^* = \langle A f, v \rangle.
\]

6.1.4.2 Frame operator

The linear operator \( A^* A \), known as the **frame operator** in sampling theory \([39–41]\), acts as follows:

\[
A^* A f = \sum_{i=1}^{n_d} \langle f, \phi_i \rangle \phi_i. \tag{6.1.11}
\]

This operator is *almost* spatially shift invariant, as seen by the following argument:

\[
[A^* A f](\vec{x}) = \sum_{i=1}^{n_d} \phi_i(\vec{x}) \langle f, \phi_i \rangle = \sum_{i=1}^{n_d} e^{i 2\pi \vec{\nu}_i \cdot \vec{x}} I_{\{\vec{x} \in D\}} \int_D f(\vec{x}') e^{-i 2\pi \vec{\nu}_i \cdot \vec{x}'} d\vec{x}' = \int_D f(\vec{x}') h(\vec{x}, \vec{x}') d\vec{x}',
\]

where the **impulse response** of the operator \( A^* A \) is given by

\[
h(\vec{x}, \vec{x}') \triangleq \sum_{i=1}^{n_d} e^{i 2\pi \vec{\nu}_i \cdot (\vec{x} - \vec{x}') I_{\{\vec{x} \in D\}} I_{\{\vec{x}' \in D\}}. \tag{6.1.12}
\]

If we had \( D = \mathbb{R}^{n_d} \), then this impulse response would be shift invariant, but in general it is not due to the support indicator functions. However, this operator is *locally* approximately shift invariant. At the center of the FOV, the **local impulse response** of \( A^* A \) is

\[
h(\vec{x}, \vec{0}) = (A^* A \delta)(\vec{x}) = \sum_{i=1}^{n_d} e^{i 2\pi \vec{\nu}_i \cdot \vec{x}} I_{\{\vec{x} \in D\}}, \tag{6.1.13}
\]

assuming that \( \vec{0} \in D \). The corresponding local frequency response of \( A^* A \) is

\[
H(\vec{\nu}) = \sum_{i=1}^{n_d} S(\vec{\nu} - \vec{\nu}_i), \tag{6.1.14}
\]

In other words, the following “shift invariant” approximation can be useful:

\[
A^* A \approx F^{-1} \mathcal{D}(H(\vec{\nu})) F, \tag{6.1.15}
\]

where \( F \) is the \( d \)-dimensional Fourier transform operator and \( \mathcal{D}(H(\vec{\nu})) \) is defined by

\[
G = \mathcal{D}(H(\vec{\nu})) F \iff G(\vec{\nu}) = H(\vec{\nu}) F(\vec{\nu}), \quad \forall \vec{\nu} \in \mathbb{R}^{n_d}.
\]

6.1.4.3 Crosstalk matrix

The \( n_d \times n_d \) matrix \( K \triangleq A A^* \) has been called the **Fourier crosstalk matrix** \([42]\) and the **point set matrix**. This matrix would be diagonal if the frequency components \( \phi_i \) were orthogonal, such as would be the case if the frequency samples \( \vec{\nu}_i \) were equally spaced with separation appropriate for the domain \( D \). The elements of \( A A^* \) are given by

\[
[A A^*]_{ij} = \langle \phi_i, \phi_j \rangle = \int_D e^{-i 2\pi \vec{\nu}_i \cdot \vec{x}} e^{i 2\pi \vec{\nu}_j \cdot \vec{x}} d\vec{x}
\]
where $S(\vec{v})$ was defined in (6.1.7).

It is easily shown (see Problem 6.7) that the functions $\{\phi_i\}$ are linearly independent when the frequencies $\vec{v}_i$ are distinct, and hence the crosstalk matrix is positive definite (though possibly poorly conditioned depending on the sampling pattern). For general sampling patterns $\{\vec{v}_i\}$, the crosstalk matrix is full, so it is impractical to store it explicitly for large $n_d$.

**Example 6.1.1** In the usual case where the FOV is square, i.e., $\mathcal{D} = [-\text{FOV}/2, \text{FOV}/2]^2$, the elements of the Fourier crosstalk matrix are samples of sinc functions: $[\mathbf{AA}^*]_{il} = S(\vec{v}_i - \vec{v}_l)$, where $S(\vec{v}) = \text{FOV}^d \text{sinc}_2(\text{FOV} \vec{v})$. If the frequency sample locations are integer multiples of $1/\text{FOV}$, then because of the positions of the zeros of a sinc function, the Fourier crosstalk matrix would be a scaled identity matrix: $\mathbf{AA}^* = \text{FOV}^d \mathbf{I}$. Furthermore, in the 1D case with $\nu_i = [i - (n_d + 1)/2]/\text{FOV}$, the impulse response (6.1.12) of the frame operator is a Dirichlet kernel:

$$h(x, x') = \frac{\sin(n_d \pi x/\text{FOV})}{\sin(\pi x/\text{FOV})} \mathbb{I}_{\{x \in \mathcal{D}\}} \mathbb{I}_{\{x' \in \mathcal{D}\}}.$$  

**6.1.4.4 Weighted crosstalk matrix**

Define a “diagonal” image-domain weighting operator $\mathbf{W} = \mathcal{D}(w(\vec{x}))$ by

$$g = \mathbf{W}f \iff g(\vec{x}) = w(\vec{x}) f(\vec{x}), \quad \forall \vec{x} \in \mathbb{R}^d.$$  

Then generalizing (6.1.16) leads to the following **weighted crosstalk matrix**:

$$[\mathbf{W} \mathbf{A} \mathbf{A}^*]_{il} = \int_{\mathcal{D}} w(\vec{x}) e^{-i 2\pi (\vec{v}_i - \vec{v}_l) \cdot \vec{x}} d\vec{x} = \int_{\mathcal{D}} s(\vec{x}) w(\vec{x}) e^{-i 2\pi (\vec{v}_i - \vec{v}_l) \cdot \vec{x}} d\vec{x} = (S \ast W)(\vec{v}_i - \vec{v}_l),$$  

(6.1.17)

where $S(\vec{v})$ was defined in (6.1.7) and similarly $W(\vec{v})$ is the $\vec{v}$-dimensional Fourier transform of $w(\vec{x})$.

**6.2 Finite-series (discrete-discrete) methods**

Because we observe only a finite number of measurements, and because computers have finite memory (and display devices have finite pixels), it is natural to consider models for the object $f$ that have a finite number $n_p$ of unknown parameters. Such models will only approximate the true object, but they can be useful nevertheless. Linear models are the easiest to analyze and are hence the most common, so we focus on such models here.

**6.2.1 Finite-series object model**

For a finite-series approach, we first select some **basis** functions $\{b_j(\vec{x}) : j = 1, \ldots, n_p\}$, and model the object $f$ as follows $^2$:

$$f(\vec{x}) \approx \sum_{j=1}^{n_p} x_j b_j(\vec{x}).$$  

(6.2.1)

After adopting such a model, the reconstruction problem simplifies to determining the vector of unknown coefficients $\vec{x} = (x_1, \ldots, x_{n_p})$ from the measurement vector $\vec{y}$. Defining the “synthesis” operator $\mathbf{B}_s : \mathbb{C}^{n_p} \rightarrow \mathcal{L}_2(\mathcal{D})$ by

$$[\mathbf{B}_s \vec{x}](\vec{x}) = \sum_{j=1}^{n_p} x_j b_j(\vec{x}),$$  

(6.2.2)

we can also write (6.2.1) as $f \approx \mathbf{B}_s \vec{x}$.

$^1$ Recall that the definition of a **basis** implies that the functions are linearly independent [43, p. 20]; this ensures that the series representation (6.2.1) has a unique set of coefficients.

$^2$ In this expression, $\vec{x} \in \mathbb{R}^d$ denotes spatial coordinates, whereas $\vec{x} = (x_1, \ldots, x_{n_p}) \in \mathbb{C}^{n_p}$ denotes series coefficients.

$^3$ The usual basis is a square pixel so the square subscript serves as a reminder, at least to me.
Under the approximation (6.2.1), the discrete data, continuous object model (6.1.9) simplifies to the following discrete-discrete model:

\[ y = Ax + \varepsilon, \]  

(6.2.3)

where the elements of the \( n_d \times n_p \) system matrix \( A \) are given by

\[ a_{ij} = \int_D b_j(\bar{x}) e^{-i2\pi \bar{x}_i \cdot \bar{x}} \, d\bar{x} = \langle b_j, \phi_i \rangle . \]

(6.2.4)

One option for the basis functions is to use Dirac impulses:

\[ b_j(\bar{x}) = \delta(\bar{x} - \bar{x}_j), \]

(6.2.5)

where \( \bar{x}_j \in D \) denotes the location of the \( j \)th impulse. This choice is often used implicitly, and sometimes explicitly \([41, 44]\). For this choice, the elements of \( A \) are simply complex exponentials: \( a_{ij} = e^{-i2\pi \bar{x}_i \cdot \bar{x}_j} \), and one can view \( A \) as a “discretization” of the operator \( A \).

In general, we can write the matrix \( A \) concisely as follows

\[ A = AB_\cdot. \]

The relationships between the models are summarized as follows:

\[ f \rightarrow \boxed{A} \rightarrow \bar{y} \]  

continuous to discrete mapping,

\[ x \rightarrow \boxed{B} \rightarrow f \]  

finite-series expansion,

\[ x \rightarrow \boxed{A = AB_\cdot} \rightarrow \bar{y} \]  

discrete-discrete mapping.

For the discrete-discrete model (6.2.3), there are a variety of possible methods for determining \( x \), a few of which are described next.

### 6.2.2 Weighted least-squares (WLS) solution

For some choices of frequency samples \( \{\bar{\nu}_i\} \) and basis functions \( \{b_j(\bar{x})\} \), the matrix \( A \) has full column rank. For example, if \( d = 1 \) then having \( n_d \geq n_p \) (and distinct frequency samples) is sufficient to ensure \( A \) has rank \( n_p \) for equally-spaced bases \([41, \text{Lemma 1}] [45]\). For \( d \geq 1 \), if \( n_d \geq 2n_p + d - 1 \), then a generalization of Carathéodory’s uniqueness result ensures that \( A \) has full column rank for equally-spaced bases \([46]\). In such cases, the matrix \( A' A \) will be positive definite and one could then consider a weighted least-squares (WLS) estimate of \( x \):

\[ \hat{x} = \arg \min_{x \in \mathbb{C}^{n_p}} \|y - Ax\|^2_{W^{1/2}} = [A'W A]^{-1}A'W y, \]

(6.2.6)

for some positive definite weighting matrix \( W \). On the other hand, if \( n_d < n_p \), then clearly \( A \) will be rank deficient so the LS criterion does not specify a unique solution. Efficient characterization of the invertibility of \( A' A \) is challenging \([45]\), although some results are available for random sampling patterns \([47]\).

Even in cases where generalizations of Carathéodory’s result ensure uniqueness, stability is not ensured in general. If the frequency samples are spaced nonuniformly, then usually the matrix \( A' A \) will be ill conditioned. And if \( n_d < n_p \), then \( A' A \) will be outright singular. So often the LS estimate (6.2.6) will be too noisy to be useful.

### 6.2.3 Penalized weighted least-squares (PWLS) method

To control noise, one can use the series representation (6.2.1) to translate a continuous-space penalty function \( R_0(f) \) such as (6.3.6), defined in terms of the continuous-space object \( f \), into a corresponding penalty function \( R(x) \), defined in terms of the coefficient vector \( x \), as follows:

\[ R(x) = R_0(B, x). \]

(6.2.7)

Alternatively, one can define a convenient roughness penalty function \( R(x) \) in terms of the coefficients \( x \) directly (see Chapter 2). In either case, we can then define an estimator \( \hat{x} \) as the minimizer of a PWLS cost function of the form

\[ \Psi(x) = \frac{1}{2} \|y - Ax\|^2_{W^{1/2}} + R(x). \]

(6.2.8)
If the penalty function is quadratic, i.e., \( R(x) = \frac{1}{2} x' R x \) for some \( n_p \times n_p \), Hermitian symmetric, positive-semidefinite matrix \( R \), then the quadratically penalized WLS (QPWLS) estimate is
\[
\hat{x} = \arg \min_{x} \Psi(x) = [ A' W A + R ]^{-1} A' W y. \tag{6.2.9}
\]

Usually the null space of \( R \) is disjoint from the null space of \( A \), so the above inverse exists. One would almost never compute \( \hat{x} \) using the expression (6.2.9). Instead, one computes \( \hat{x} \) by using an iteration like the conjugate gradient algorithm to minimize the cost function (6.2.8), as described in §6.2.9.

Using the series expansion (6.2.1), if desired we could define a continuous-space estimate \( \hat{f} \) in terms of the vector QPWLS estimate \( \hat{x} \) as follows:
\[
\hat{f} = B_x \hat{x} = B_x [ A' W A + R ]^{-1} A' W y. \tag{6.2.10}
\]
This last step is unnecessary for practical purposes when we use square pixels as the basis functions and simply display the coefficients \( \hat{x} \) directly. But the expression (6.2.10) is useful for theoretical comparisons.

### 6.2.4 Choosing the regularization parameter

As described in Chapter 1, a typical quadratic roughness penalty has the form \( R(x) = \beta \frac{1}{2}\| C x \| ^2 \), for a “differencing” matrix \( C \). A common concern with regularized methods like (6.2.10) is choosing the regularization parameter \( \beta \).

Based on (6.2.9) we can analyze the spatial resolution properties of \( \hat{f} \) easily:
\[
E(\hat{f}) = E[B_x [ A' W A + \beta C' C ]^{-1} A' W A \ f].
\]

To examine the local impulse response at the center of the FOV, consider the case where \( f(\vec{x}) = \delta(\vec{x}) \) in which case \( \mathcal{A} \ f = 1 \). Furthermore, in the usual case where \( W = I \), we have
\[
E(\hat{f}) = E[B_x [ A' A + \beta C' C ]^{-1} A' 1].
\]

Using FFTs, as described in Chapter 1, this local PSF is evaluated rapidly. One can then vary \( \beta \) and choose the value that yields the desired FWHM of the local PSF [48].

Alternatively, one can analyze spatial resolution properties using the discrete-discrete model (6.2.3) for the QPWLS estimator (6.2.9), for which
\[
E(\hat{x}) = [ A' W A + \beta C' C ]^{-1} A' W Ax.
\]

Setting \( x = e_j \) leads to a discrete PSF, and one can choose \( \beta \) such that this PSF has a desired FWHM, e.g., 1.5 pixels.

### 6.2.5 Equally-spaced basis functions

Usually the basis functions in (6.2.1) are chosen to be equally spaced translates of a pulse-like function such as a rectangle or triangle, although more complicated choices such as prolate spheroidal wave functions have also been used [49]. Specifically, usually we have
\[
b_j(\vec{x}) = b(\vec{x} - \vec{x}_j), \quad j = 1, \ldots, n_p, \tag{6.2.11}
\]
where \( b(\vec{x}) \) denotes the common function that is translated to \( \vec{x}_j \), the center of the \( j \)th basis function.

For basis functions of the form (6.2.11), by the shift property of the Fourier transform, the elements of \( A \) in (6.2.4) are simply
\[
a_{ij} = B(\vec{\nu}_i) \ e^{-i2\pi \vec{\nu}_i \cdot \vec{x}_j}, \tag{6.2.12}
\]
where \( B(\vec{\nu}) \) is the \( \vec{d} \)-dimensional Fourier transform of \( b(\vec{x}) \). In other words, the system matrix \( A \) has the following form:
\[
A = B E, \tag{6.2.13}
\]
where \( B \) is a \( n_d \times n_d \) diagonal matrix: \( B = \text{diag}(B(\vec{\nu}_i)) \), and \( E \in \mathbb{C}^{n_d \times n_p} \) has elements \( E_{ij} = e^{-i2\pi \vec{\nu}_i \cdot \vec{x}_j} \). In MRI, the matrix \( E \) is sometimes called the Fourier encoding matrix.
6.2.6 Choice of basis functions

As described in Chapter 10, there are numerous possible choices of basis functions \( b(\vec{x}) \) that have been used in various image reconstruction problems. In the specific context of reconstruction from Fourier samples, the following choices seem natural:

- Some papers explicitly or implicitly assume a Dirac impulse: \( b(\vec{x}) = \delta(\vec{x}) \). For this choice, \( B = I \), which offers a slight simplification, but clearly the model is unrealistic physically.

- Another choice that leads to \( B = I \) is to use sinc-like or jinc-like basis functions whose support in the frequency domain tightly covers the set of sample locations \( \{ \vec{\nu}_i \} \), i.e., the convex hull thereof. In other words, choose \( b(\vec{x}) \) such that \( B(\vec{\nu}_i) = 1 \). In 1D, if \( \nu_{\text{max}} = \max |\nu_i| \), then \( b(x) = 2\nu_{\text{max}} \text{sinc}(2\nu_{\text{max}}x) \) is one choice that satisfies this property. However, a limitation of this choice is that sinc and jinc functions are not space limited.

- Often we choose \( b(\vec{x}) \) simply to be the indicator function corresponding to the desired pixel or voxel size. (This is particularly natural because images are usually viewed on computer displays having square pixels of (nearly) uniform luminance.) For \( \vec{d} = 1 \), a typical choice is the rectangular function: \( b(x) = \text{rect}(x/\Delta_x) \), where \( \Delta_x \) is the spacing of the basis functions. Of course, the discontinuous nature of these basis functions is also unrealistic physically.

Clearly none of the above options is uniquely ideal. Whether there are other choices of basis functions, such as Kaiser-Bessel functions, that could be preferable is an open problem.

To understand the effect of the choice of \( b(\vec{x}) \), rewrite the QPWLS estimate (6.2.9) using (6.2.13):

\[
\hat{x} = \left( E' \tilde{W} E + R \right)^{-1} E' \tilde{W} B^{-1} y,
\]

where we define \( \tilde{W} \triangleq B'WB \). We can interpret this \( \hat{x} \) as the QPWLS estimate with modified weighting matrix \( \tilde{W} \), pre-scaled data \( B^{-1} y \), and the Dirac impulse basis (6.2.5). In particular, if we were to choose the weighting matrix \( W = (BB')^{-1} \), for which there would be little justification, then the QPWLS estimate simplifies as follows:

\[
\hat{f} = B_b [E'E + R]^{-1} E' B^{-1} y.
\]

However, usually \( B \) has smaller values for higher spatial frequencies, so such a weighting would probably over-emphasize high-frequency noise. Usually \( W = I \) is used instead (see Problem 6.11).

6.2.7 Uniform frequency samples case

Although the case of nonuniformly spaced frequency samples is more interesting, it can help clarify the ideas to consider the case of equally spaced frequencies. For example, in 1D we could have

\[
\vec{\nu}_i = (i - (n_d + 1)/2) \Delta_{\nu}, \quad i = 1, \ldots, n_d, \tag{6.2.14}
\]

where \( \Delta_{\nu} \) denotes the spatial frequency sample spacing. Similarly for \( \vec{d} > 1 \).

In this case, if \( n_d = n_p \) and \( \Delta_{\nu} = 1/(n_p \Delta_x) \), then \( E \) is an orthogonal matrix, with \( E'E = n_p I \) and \( E^{-1} = \frac{1}{n_p} E' \). Here, regularization is unnecessary because this case is perfectly conditioned, i.e., the condition number of \( E'E \) is unity. Substituting \( R = 0 \) into (6.2.10) and simplifying yields

\[
\hat{f} = B_b \left( \frac{1}{n_p} E' B^{-1} y \right).
\]

This is essentially the conventional “inverse FFT” approach used for reconstruction from equally spaced frequency samples.

6.2.8 Complex exponential basis

An alternative to the “shifted” basis (6.2.11) would be to use complex exponentials with equally-spaced frequencies. For example, in 1D we could use

\[
b_j(x) = e^{2\pi j((n_p + 1)/2) \Delta_{\nu} x} s(x). \tag{6.2.15}
\]

In fact, because the object \( f \) has a finite support \( D \), it has an exact Fourier series representation akin to the form (6.2.15), but with an infinite number of terms. Further consideration of this choice is left as an exercise.
6.2.9 Conjugate-gradient algorithm for practical PWLS estimation

Chapters 11, 14 and 15 describe algorithms for computing \( \hat{x} \) by finding the minimizer of cost functions like (6.2.8). However, unlike in tomography, here \( A \) is not a sparse matrix. In fact, \( A \) is usually too large to store explicitly; instead, we can afford to store all the ingredients that define \( A \) in (6.2.13), namely the diagonal of \( B \), the frequencies \( \{ \nu_i \} \), and the spatial locations \( \{ \tilde{x}_j \} \). Thus, many iterative optimization algorithms are inefficient for this application. A notable exception is the preconditioned conjugate gradient (PCG) algorithm of §11.8 and §14.6.2. The key step in any gradient-based descent algorithm such as PCG is computing the gradient of \( \Psi(x) \), which has the form

\[
\nabla \Psi(x) = -A'W(y - Ax) + \nabla R(x) .
\]

The computational bottlenecks are computing the matrix-vector multiplication \( Ax \) and its transpose \( A'v \), without storing \( A \) or \( A' \) explicitly.

Fortunately, there are efficient and very accurate algorithms for computing these matrix-vector multiplications by using nonuniform fast Fourier transform (NUFFT) approximations [18, 50]. Specifically, each multiplication by \( A \) or \( A' \) requires an over-sampled FFT and some simple interpolation operations. (This operation is akin to “reverse gridding,” e.g., [51–53].) See §6.6 for an overview. One can precompute and store the interpolation coefficients or compute them as needed [50]. Particularly efficient methods are available for gaussian interpolation kernels [54]. Using the optimization transfer techniques described in Chapter 12, nonquadratic regularization can also be included\(^4\). So PWLS estimators based on (6.2.8) are feasible for routine practical use.

6.2.10 Toeplitz embedding

Usually the weighting matrix is diagonal, i.e., \( W = \text{diag}\{w_i\} \), and in fact usually \( W = I \). And usually the basis functions are equally spaced, as in (6.2.11). In these cases, the Gram matrix \( A'WA \) associated with the norm term in (6.2.8) is block Toeplitz with Toeplitz blocks (BTTB), and has elements

\[
[A'WA]_{kj} = \sum_{i=1}^{n_p} w_i |B(\nu_i)|^2 e^{-i2\pi\nu_i(x_j - x_k)} .
\]

In 1D, when \( d = 1 \), we have \( \tilde{x}_j - \tilde{x}_k = (j - k)\Delta \), where \( \Delta \) denotes the basis function spacing, and \( A'WA \) is simply Toeplitz. For \( d > 1 \), the nature of \( \tilde{x}_j - \tilde{x}_k \) induces the block Toeplitz property. In other words, the discrete-space Gram matrix \( A'WA : \mathbb{C}^{n_p} \to \mathbb{C}^{n_p} \) is almost shift invariant, just as §6.1.4 showed that the frame operator \( A^*A \) is almost shift invariant.

By defining the Toeplitz matrix \( T = A'WA \) and the “back-projected data” vector \( b = A'Wy \), we can rewrite the gradient expression (6.2.16) as follows:

\[
\nabla \Psi(x) = Tx - b + \nabla R(x) .
\]

The elements of \( b \in \mathbb{C}^{n_p} \) are given by

\[
b_j = [A'Wy]_j = \sum_{i=1}^{n_p} w_i y_i e^{-i2\pi\nu_i \cdot \tilde{x}_j} , \quad j = 1, \ldots, n_p .
\]

We can precompute \( b \) prior to iterating using an (adjoint) NUFFT operation [50]. (See §6.6. This calculation is similar to the gridding reconstruction method described in §6.4.3.5.) Each gradient calculation requires multiplying the \( n_p \times n_p \) block Toeplitz matrix \( T \) by the current guess of \( x \). That operation can be performed efficiently by embedding \( T \) into a \( 2^d n_p \times 2^d n_p \) block circulant matrix and applying a \( d \)-dimensional FFT [41, 44, 57–61]. (See §6.8.) This is called the ACT method in the band-limited signal interpolation literature [41, 44], and it has also

\(^4\) The quadratic surrogates of Chapter 12 require potential functions with bounded curvatures. Generalized gaussian potentials, which have unbounded curvatures, have also been proposed, requiring alternative minimization methods [55].
been applied to MR image reconstruction both with [62, 63] and without [64] an over-sampled FFT. It keeps getting re-discovered [65].

The first row of the circulant matrix is constructed by using $2^{d-1}$ (adjoint) NUFFT calls to evaluate columns of (6.2.17). When $d = 1$, a single (adjoint) NUFFT will evaluate the first column of (6.2.17). (See §6.6 for the case $d = 2$.) (There are also non-iterative, recursive methods for inverting Toeplitz matrices, e.g., [66], but these are less efficient.)

Using the gradient expression (6.2.16) requires two NUFFT operations per iteration. Each NUFFT requires an over-sampled FFT and frequency-domain interpolations. In contrast, by using the Toeplitz approach (6.2.18), each iteration requires two (double-sized) FFT operations. No interpolations are needed except in the precomputing phase of building $T$ and $b$. For an accurate NUFFT, usually we oversample the FFT by a factor of two (in each dimension). Thus, the NUFFT approach and the Toeplitz approach require exactly the same amount of FFT effort, but the NUFFT approach has the disadvantage of also requiring interpolations. The only apparent drawback of the Toeplitz approach (6.2.18) is that it "squares the condition number" of the problem so may be less numerically stable. However, in most applications the measurement noise will dominate the numerical noise, and to control measurement noise one will need to include suitable regularization which will also reduce the condition number.

---

**MIRT** See `nufft_toep.m` for construction of $T$, and `mri_example.m` for a comparison.

Further simplifications are possible if the regularizer is quadratic with a Hessian $R$ that is also block Toeplitz, since then one can also incorporate $R$ into $T$ to reduce computation when finding the QPWLS estimate (6.2.9).

Excellent circulant preconditioners are available to accelerate the convergence rate of the CG algorithm for such Toeplitz problems [58, 67].

### 6.2.11 Effect of number of basis functions and pixel size (s,four,series,pixel)

A philosophical objection to the finite-series model (6.2.1) is that it requires the apparently subjective choice of basis functions. One might imagine that using "too many, too small" basis functions would lead to unstable results. For an unregularized approach like (6.2.6), increasing $n_p$ will certainly cause instability. However, for a regularized approach like (6.2.10), the only "problem" with increasing $n_p$ beyond a certain point is that computation time increases without any improvement in image quality.

---

**MIRT** See `mri_pixel_size_example.m`.

To illustrate, we simulated a spiral sampling pattern for a 2D object with a 256mm FOV with $\max \| \vec{\nu} \| = \frac{1}{8}$ mm$^{-1}$. For the object $f_{\text{true}}$ shown in Fig. 6.2.1, consisting of 2D rect functions and gaussian functions, we computed $n_d = 64^2$ noiseless samples along the spiral using the analytical expression for its Fourier transform. We used the iterative PCG algorithm described in §6.2.9 to compute QPWLS estimates $\hat{x}$ for rectangular basis functions with $n_p = N^2$, where $N = 32, 64, \ldots, 512$. (As $N$ increases, the pixel size decreases according to $\Delta_x = \text{FOV}/N$.) Fig. 6.2.1 shows the true object $f$ and the reconstructed images $\hat{x}$. When $n_p$ is too small, the estimates are undesirably "blocky," particularly for $N = 32$. However, as $N$ increases, the images become indistinguishable, i.e., even when $n_p \gg n_d$, the regularization stabilizes the estimates.

Fig. 6.2.2 shows the central horizontal profiles through these images. The profile for the case $N = 32$ is poor, whereas the other profiles are indistinguishable. This particular spiral sampling pattern was designed to be appropriate for a 64 × 64 image. Using more pixels increases computation time but yields indistinguishable results.

We conjecture that $\hat{f}_\Delta \rightarrow \hat{f}$ as $\Delta \rightarrow 0$, where $\hat{f}_\Delta$ denotes the QPWLS estimate in (6.2.10) using a basis consisting of differentiable, localized functions such as cubic B-splines with support $\Delta$, and $\hat{f}$ denotes the continuous-space QPWLS estimator of (6.3.7), assuming the penalty functions are related as in (6.2.7). A starting point for proving this would be Theorem 6 of [44].

### 6.2.12 General linear reconstructor (s,four,series,lin)

The preceding sections have focused on WLS and PWLS estimators, but certainly there are other possible reconstruction methods that start from the linear model (6.2.3). Any linear estimator for $x$ given $y$ has the form $\hat{x} = Zy$ for some $n_p \times n_d$ matrix $Z$. The question then becomes how to choose $Z$.

One possible criterion would be to consider the class of linear estimators that are unbiased under the discrete-discrete model (6.2.3), i.e., those for which $ZA = I$, and choose among those matrices the particular $Z$ that minimizes the variance of each $\hat{x}_j$. By the Gauss-Markov theorem [68, p. 141], the optimal $Z$ in this sense is the WLS estimator (6.2.6) (if it exists) with $W = (\text{Cov}\{y\})^{-1}$. 
Figure 6.2.1: True object $f_{\text{true}}$ and QPWLS estimates $\hat{f}$ for $n_p = N \times N$ pixel basis functions. The tick marks are in mm units.

Figure 6.2.2: Central horizontal profiles through the images shown in Fig. 6.2.1.
An alternative approach is to examine the properties of $\hat{x}$ in terms of the original discrete data, continuous object linear model (6.1.1), as follows:

$$E[\hat{x}_j] = \sum_{i=1}^{n_d} z_{ji} E[y_i] = \sum_{i=1}^{n_d} z_{ji} \int_D f(\vec{x}) \phi_i^*(\vec{x}) d\vec{x} = \int_D f(\vec{x}) h_j^*(\vec{x}) d\vec{x}, \quad h_j(\vec{x}) \triangleq \sum_{i=1}^{n_d} z_{ji}^* \phi_i(\vec{x}),$$

where $\phi_i$ was defined in (6.1.4). The response function $h_j(\vec{x})$ has been called the “voxel function” [69]. One could choose $Z$ so that the response function $h_j(\vec{x})$ “best matches” some desired response function $h_j^{\text{des}}(\vec{x})$. Because $h_j(\cdot) = \mathbf{A}^* \mathbf{b}_j$, where $\mathbf{b}_j$ is the $j$th column of $Z^t$, one can show [69] by a least-squares criterion $\min_{\mathbf{Z}} \| h_{j}^{\text{des}}(\cdot) - h_{j}(\cdot) \|_{K^{-1/2}}$, that

$$b_j = [\mathbf{A} K^{-1} \mathbf{A}^*]^{-1} \mathbf{A} K^{-1} h_{j}^{\text{des}}(\cdot).$$

Although this $Z$ would lead to the best match of the desired voxel response function, the corresponding estimator $\hat{x}$ will not have the minimum variance provided by the WLS estimator.

### 6.2.13 Maximum entropy formulations (s,four,maxent)

Image reconstruction methods based on maximum entropy principles have been explored in numerous imaging applications, including the problem of reconstruction from Fourier samples, e.g., [70]. A complication that arises in this context is that often the object $f$ may be complex, so conventional maximum entropy methods are inapplicable. Hoch et al. compare various definitions of entropy for complex-valued functions [71], and show that for cases where $\mathbf{A}$ is orthogonal, all of the versions reduce simply to shrinkage of the spectral components. Wang and Zhao [72] proposed an iterative method that uses a version of steepest descent to minimize a cost function of the form (6.2.8) where the regularizer $R(x)$ involves terms of the form $|x_i| \log |x_i|$ as described in [71]. Constable and Henkelman strongly critique maximum entropy methods in the context of MR reconstruction from partial k-space data [73]. On the other hand, the entropy of the image gradient has been used successfully for motion correction [74].

### 6.2.14 Sparse reconstruction (s,four,sparse)

A contemporary research topic in signal processing is the problem of reconstructing a signal that is sparse in the frequency domain from random samples in the time domain [75–78].

The dual problem that is relevant to image reconstruction from Fourier samples is the problem of reconstructing an image that is sparse from random sample in the Fourier domain, [79–81]. In some applications such as angiography, the image itself is sparse and sparse reconstruction methods can be applied directly. Often it is more natural to consider the image to have a sparse representation in terms of some orthogonal basis such as wavelets, or to assume that the gradients of the image are sparse [82], i.e., that the image is piecewise constant. This is a rapidly evolving field.

### 6.3 Discrete-data, continuous-object methods (s,four,dc)

If the results of §6.2.11 are unconvincing, then one could attempt to circumvent completely any subjectivity associated with the choice of basis functions $\{b_j(\vec{x})\}$ in (6.2.1) by returning to the original discrete data, continuous object model (6.1.9). This section describes such methods [83].

#### 6.3.1 Minimum-norm least-squares methods (s,four,minnorm)

There are many functions $f$ that exactly satisfy $y = \mathbf{A} f$; one approach to selecting one of these possible solutions is to first choose a reference function $f_0$, and then to select the solution to $y = \mathbf{A} f$ that is closest (in some sense) to $f_0$, i.e.,

$$\min_{f \in L_2(D)} \| f - f_0 \|_{K^{-1/2}} \text{ s.t. } y = \mathbf{A} f,$$

where $K$ denotes some user-selected, self-adjoint, positive-definite weighting operator on $L_2(D)$, and $\|\cdot\|$ denotes the usual norm on $L_2(D)$ corresponding to the inner product defined in (6.1.3). Usually $K = I$, where $I$ denotes the identity operator on $L_2(D)$. The solution to this problem is $[43, \text{p. 65}]$ [84] (cf. (26.9.2)):

$$\hat{f} = f_0 + K^{1/2} (\mathbf{A} K^{1/2})^\dagger (y - \mathbf{A} f_0)$$
Figure 6.3.1: Illustration of minimum-norm least-squares solution.

\[ f = f_0 + \mathcal{K} \mathcal{A}^* [\mathcal{A} \mathcal{K} \mathcal{A}^*]^\dagger (y - \mathcal{A} f_0), \]  

(6.3.2)

where \( \mathcal{C}^\dagger \) denotes the pseudo-inverse of \( \mathcal{C} \). Fig. 6.3.1 illustrates this solution graphically.

The \( n_d \times n_d \) Gram matrix

\[ \tilde{\mathcal{K}} \triangleq \mathcal{A} \mathcal{K} \mathcal{A}^* \]  

(6.3.3)

is a weighted version of the Fourier crosstalk matrix in (6.1.16) akin to (6.1.17).

As discussed in §6.1.4, \( \tilde{\mathcal{K}} \) is non-singular for distinct frequency samples, so the pseudo-inverse of \( \tilde{\mathcal{K}} \) in (6.3.2) can be expressed as an inverse. Van de Walle et al. [85] investigated estimates of the form (6.3.2) for the “usual” case where \( f_0 = 0 \) and \( \mathcal{K} = \mathcal{I} \), i.e.,

\[ \hat{f}_{\text{MNLS}} = \mathcal{A}^\dagger y = \mathcal{A}^* [\mathcal{A} \mathcal{A}^*]^{-1} y, \]  

(6.3.4)

noting that the inverse of the crosstalk matrix could be precomputed if one needed to determine estimates for many different data vectors \( y \) but for the same set of frequency sample locations \( \{\mathcal{v}_i\} \). They emphasized that the minimum-norm least-squares (MNLS) solution (6.3.4) requires discretization only for image display; there is no discretization of the object \( f \) in the problem formulation, unlike a series expansion like (6.2.1).

However, the distinction is smaller than one might see at first. If we choose the object basis functions in (6.2.1) to be the complex exponentials in (6.1.4), i.e., we choose \( n_p = n_d \) and \( b_j(\mathcal{X}) = \phi_j(\mathcal{X}) \), or equivalently we choose \( \mathcal{B}_n = \mathcal{A}^* \), then the QPWLS solution (6.2.10) with \( W = \mathcal{I} \) and \( R = 0 \) simplifies exactly to the MNLS solution (6.3.4). So (6.3.4) is simply a special case of the more general series formulation (6.2.1).

The basis choice \( \mathcal{B}_n = \mathcal{A}^* \) is sometimes described as natural pixels [86–88]; a disconcerting property of this choice is that it depends on the set of frequency samples; changing those samples will change the object basis. Furthermore, although the choice of object basis functions in (6.2.1) is somewhat subjective, so too is the choice of reference image \( f_0 \) in (6.3.2).

In summary, the MNLS solution has been suggested to be somehow more “pure” than finite-series methods, but the bottom line is that there are infinitely many exact “solutions” to \( y = \mathcal{A} f \), and “even more” approximate solutions. All criteria for singling out a particular estimate \( \hat{f} \) involve subjective preferences about the expected characteristics of \( f \).

The bias of the MNLS method (6.3.2) is

\[
\mathbb{E}[\hat{f}] - f = f_0 + \mathcal{K} \mathcal{A}^* [\mathcal{A} \mathcal{K} \mathcal{A}^*]^\dagger (\mathcal{A} f - \mathcal{A} f_0) - f \\
= (\mathcal{I} - \mathcal{K} \mathcal{A}^* [\mathcal{A} \mathcal{K} \mathcal{A}^*]^\dagger \mathcal{A}) (f_0 - f) \\
= \mathcal{K}^{1/2} \left( \mathcal{I} - \mathcal{K}^{1/2} \mathcal{A}^* [\mathcal{A} \mathcal{K} \mathcal{A}^*]^\dagger \mathcal{A} \mathcal{K}^{1/2} \right) \mathcal{K}^{-1/2} (f_0 - f) \\
= \mathcal{K}^{1/2} \mathcal{P}_{\mathcal{K}^{1/2} \mathcal{A}^*} \mathcal{K}^{-1/2} (f_0 - f),
\]

where \( \mathcal{P}_{\mathcal{K}^{1/2} \mathcal{A}^*} \) denotes the orthogonal projection onto the subspace perpendicular to the range of \( \mathcal{C} \). Unsurprisingly, the bias depends on the choice of reference image \( f_0 \).

### 6.3.2 Penalized least-squares for discrete data, continuous object model

In many of the applications where (6.1.9) applies, the noise has (at least approximately) a gaussian distribution. So by analogy with the regularized least-squares approach described in §1.8 and §4.3.3, a natural approach to estimating \( f \)
would be to find the minimizer \( \hat{f} \) of a penalized weighted-least squares (PWLS) cost function of the form

\[
\hat{f} = \arg \min_{f \in \mathcal{L}_2(D)} \Psi(f), \quad \Psi(f) = \frac{1}{2} \| y - \mathbf{A} f \|^2_{\mathbf{W}^{1/2}} + \mathbf{R}_0(f),
\]

(6.3.5)

where \( \mathbf{W} \in \mathbb{C}^{n_d \times n_d} \) is a user-selected, positive-definite weighting matrix. (By the Gauss-Markov theorem [68, p. 141], ideally \( \mathbf{W} \) would be the matrix inverse of the covariance of \( y \).) The functional \( \mathbf{R}_0(f) \) denotes a continuous-space roughness penalty function such as those described in §2.4. Sophisticated roughness penalties based on methods such as level sets have been proposed, e.g. [89]. For simplicity of analysis, consider the following first-order, rotationally-invariant quadratic roughness penalty

\[
\mathbf{R}_0(f) = \int_{D} \frac{1}{2} \| \nabla f \|^2 \, d\mathbf{x} = \frac{1}{2} \| \mathbf{C} f \|^2 = \frac{1}{2} \langle \mathbf{C} f, \mathbf{C} f \rangle = \frac{1}{2} \langle \mathbf{C}^* \mathbf{C} f, f \rangle,
\]

(6.3.6)

where \( \mathbf{C} f \) yields the gradient field of \( f \). The first norm above is the \( d \)-space Euclidean norm whereas the second norm is the “usual” norm for \( d \)-space gradient fields over \( \mathcal{L}_2(D) \), e.g., for \( d = 2 \):

\[
\| \mathbf{C} f \|^2 = \int_{D} \left( \frac{\partial}{\partial x_1} f(\mathbf{x}) \right)^2 + \left( \frac{\partial}{\partial x_2} f(\mathbf{x}) \right)^2 \, d\mathbf{x}.
\]

(Strictly speaking this is a semi-norm, a secondary technical detail.)

For such a quadratic regularizer, any minimizer \( f \) of the cost function (6.3.5) must satisfy the following normal equations [43, p. 160]:

\[
[\mathbf{A}^* \mathbf{W} \mathbf{A} + \mathbf{R}_0] \hat{f} = \mathbf{A}^* \mathbf{W} y,
\]

(6.3.7)

where \( \mathbf{R}_0 \triangleq \mathbf{C}^* \mathbf{C} \). Usually the null space of \( \mathbf{R}_0 \) consists only of functions that are constants over \( D \), and such functions are not in the null space of \( \mathbf{A} \) since the DC value \( \bar{f} = 0 \) is usually available. So the operator \( [\mathbf{A}^* \mathbf{W} \mathbf{A} + \mathbf{R}_0] \) is usually invertible (in principle). Unfortunately, unlike in the tomography problem described in §4.3.3, here the operator \( \mathbf{A}^* \mathbf{A} \) is never exactly shift invariant when the number of samples \( n_d \) is finite, so exact Fourier methods are inapplicable\(^5\), except perhaps for equally spaced frequencies (cf. Problem 6.9). I am unaware of any practical numerical procedures for solving (6.3.7), although some ideas are sketched in [90, 91].

If \( \mathbf{R} \) is approximately shift invariant with frequency response \( \mathbf{R}(\hat{\nu}) \), then by (6.1.15), for \( \mathbf{W} = \mathbf{I} \) an approximate solution to the above normal equations is

\[
\hat{f} \approx \mathbf{F}^{-1} \mathbf{D} \left( \frac{1}{H(\hat{\nu}) + \mathbf{R}(\hat{\nu})} \right) \mathbf{F} \mathbf{A}^* \mathbf{y} = \mathbf{F}^{-1} \mathbf{D} \left( \frac{1}{H(\hat{\nu}) + \mathbf{R}(\hat{\nu})} \right) \sum_{i=1}^{n_d} y_i S(\hat{\nu} - \hat{\nu}_i),
\]

where \( H(\hat{\nu}) \) was defined in (6.1.14). This approximation could be implemented easily using gridding and FFTs. The evaluation of such a method is an interesting open problem.

Although the formulations (6.1.9) and (6.3.5) allow \( f \) to be any continuous-space function, the solution (6.3.7) turns out to lie in a finite-dimensional subspace of \( \mathcal{L}_2(D) \). In particular,

\[
\hat{f}(\mathbf{x}) = \sum_{i=1}^{n_d} g_i(\mathbf{x}) y_i,
\]

(6.3.8)

where each \( g_i \) satisfies

\[
[\mathbf{A}^* \mathbf{W} \mathbf{A} + \mathbf{R}_0] g_i = \mathbf{A}^* \mathbf{W} e_i, \quad i = 1, \ldots, n_d,
\]

and where \( e_i \) denotes the \( i \)th unit vector in \( \mathbb{R}^{n_d} \). Even though (6.3.5) is a nonparametric, continuous-space formulation, we see that it leads to a solution (6.3.8) that is a finite linear combination of certain functions \( \{ g_i(\mathbf{x}) \} \). (These basis functions are related to the “equivalent kernels” as analyzed in the context of nonparametric regression [92].) The finite-series methods described in §6.2 could be considered to be generalizations that allow “basis functions” other than the above \( g_i \) functions.

\(^5\) If the FOV is \( D = \mathbb{R}^{n_d} \) and \( \mathbf{W} \) is diagonal, then the Gram operator \( \mathbf{A}^* \mathbf{W} \mathbf{A} \) is shift-invariant with impulse response \( h(\mathbf{x}) = \sum_{i=1}^{n_d} w_i e^{-2\pi i \mathbf{x} \cdot \hat{\nu}_i} \mathbf{x} \) and frequency response \( H(\hat{\nu}) = \sum_{i=1}^{n_d} w_i \delta(\hat{\nu} - \hat{\nu}_i) \). But for any realistic bounded domain \( D \), the Gram operator is shift variant.
6.3.3 Relation between MNLS and QPWLS *(s,four,dc,mnls)*

The MNLS solution (6.3.4) is a special case of the continuous-space QPWLS solution of (6.3.7). Taking $W = I$ and $R = \varepsilon K^{-1}$ in (6.3.7) and applying the **push through identity** (26.1.10) leads to the QPWLS estimator

$$
\hat{f}_e = [A^*A + \varepsilon K^{-1}]^{-1} A^* y = K_A A^* [AKA^* + \varepsilon I]^{-1} y \rightarrow K_A A^* [AKA^*]^\dagger y = \hat{f}_{MNLS}, \text{ as } \varepsilon \to 0.
$$

6.4 Continuous-continuous methods *(s,four,cc)*

Thus far we have described solution methods that are based on problem formulations that acknowledge explicitly the fact that the available data $y$ is discrete. Interestingly, the most common methods used for MR image reconstruction are based on solutions that are first formulated using a continuous-continuous model, and then the “harsh reality” that the data is discrete is incorporated after finding an analytical solution. The continuous model is simply the ordinary Fourier transform expression in (6.1.2). If we had available $F(\vec{\nu})$ for all $\vec{\nu} \in \mathbb{R}^d$, then it would be trivial to “derive” an analytical solution; we would simply use the inverse Fourier transform:

$$
\hat{f}(\vec{x}) = \int_{\mathbb{R}^d} F(\vec{\nu}) e^{i2\pi \vec{\nu} \cdot \vec{x}} d\vec{\nu}.
$$

(6.4.1)

This expression is the analog of the FBP or BPF methods for tomographic reconstruction; if we had $F(\cdot)$, we could compute $f$ easily. Many papers on this problem begin with this “solution,” even though the continuum of data $\{F(\vec{\nu})\}$ is never available in practice. So (6.4.1) is **wishful thinking**.

To estimate $f$ using (6.4.1) as a starting point, one must discretize the integral. (Of course, as soon as it is discretized, the method is no longer continuous-continuous so perhaps the section heading is a misnomer.) There are two general categories of discretization methods. One approach is to discretize (6.4.1) using the nonuniform sample locations $\{\vec{\nu}_i\}$. §6.4.1 describes the resulting **conjugate phase** reconstruction method. Alternatively, one can use a uniform discretization over $\vec{\nu}$ by applying an frequency domain interpolation step, as described in §6.4.3. A particularly popular version of frequency domain interpolation is called **gridding**, as described in §6.4.3.5.

6.4.1 Conjugate phase method *(s,four,conj)*

To estimate $f$ using (6.4.1) as a starting point, one approach is to discretize the integral using the nonuniform sample locations $\{\vec{\nu}_i\}$. Consider the following **weighted summation** estimator

$$
\hat{f}(\vec{x}) = \sum_{i=1}^{n_d} y_i e^{i2\pi \vec{\nu}_i \cdot \vec{x}} w_i s(\vec{x}) \approx \sum_{i=1}^{n_d} F(\vec{\nu}_i) e^{i2\pi \vec{\nu}_i \cdot \vec{x}} w_i s(\vec{x}),
$$

(6.4.2)

where $\{w_i\}$ denotes **sampling density compensation factors** that account for the nonuniform sampling density of the $\vec{\nu}_i$ locations in $\mathbb{R}^d$, and the spatial support $s(\vec{x})$ was defined in (6.1.7). In MRI, this estimator is known as the **conjugate phase** reconstruction method. If $f(\vec{x})$ (and $s(\vec{x})$) are unitless and $\vec{x}$ has units cm, then the units of $F(\vec{\nu})$ are cm$^d$ and hence the units of $w_i$ must be $1/$cm$^d$.

Defining the **sampling density compensation** vector $w = (w_1, \ldots, w_{n_d})$, in operator notation the conjugate phase estimator is

$$
\hat{f} = Z D(w) y,
$$

(6.4.3)

where $D(w) = \text{diag}\{w_i\}$ and $Z : \mathbb{C}^{n_d} \to L_2(\mathcal{D})$. To match (6.4.2), the natural choice for $Z$ is

$$
Z = A^*,
$$

(6.4.4)

where $A^*$ was defined in (6.1.10). However, throughout this section we use the notation $Z$ rather than $A^*$ because approximations to $A^*$ are often used in practice. In MRI, an unweighted version of this estimator was first proposed by Macovski [93]. A year later the desirability of including weights was realized [94]. The weighted version has been called the **weighted correlation** method [95]. It is somewhat analogous to the FBP reconstruction method for tomography, considering $Z$ to be a kind of “**backprojection**” that maps frequency-space values back into complex exponential functions in object space.
In practice one evaluates \( \hat{f}(\vec{x}) \) at only a finite set of sample locations, e.g., \( \vec{x} = n \Delta x, \ n = -N/2, \ldots, N/2 - 1 \) in 1D. At these locations, the estimator (6.4.2) evaluates to:

\[
\hat{f}(n \Delta x) = s(n \Delta x) \sum_{i=1}^{n_d} w_i y_i e^{i(2\pi n_i \Delta x)n} . \tag{6.4.5}
\]

The summation in (6.4.5) is the adjoint of the DSFT operation, and can be computed approximately using a NUFFT (see §6.6). Of course (6.4.5) maps a finite input vector \( y \) into a finite set of image samples, so one might call it a discrete-discrete method, but its origins are the continuous-continuous “solution” (6.4.1).

**MIRT**

Comparing the conjugate phase estimator (6.4.3) to the MNLS solution (6.3.2) for the case \( f_0 = 0 \), we see that if we were to choose \( D = [\mathcal{A}K\mathcal{A}^*] \) and \( Z = \mathcal{K}\mathcal{A}^* \), then the two estimators would be identical. However, in practice the conjugate phase solution (6.4.3) is usually, if not always, implemented with a diagonal matrix \( D(w) \), because a diagonal requires far less computation than the inverse of the Fourier cross-talk matrix.

The estimator (6.4.3) involves two nontrivial issues, both of which have been explored at length in the literature. One issue is computing efficiently the product \( D \) for \( k \) and equal phase lines [97]. Efficient methods have been developed for evaluating (6.4.2) using NUFFT tools [54, 98–107] (see §6.7). In essence, the computational issue is well understood. The next section focuses on the more vexing issue of choosing the density compensation factors \( w \).

### 6.4.2 Sampling density compensation (s,four,dens)

If the conjugate phase estimator (6.4.3) were used with \( D = I \), then spatial frequencies that are near higher sampling densities would be over-emphasized. For example, spiral and radial sampling patterns used in MRI have high sampling densities near \( \vec{v} = \vec{0} \), so low spatial frequencies would be over-emphasized. So it is important to choose \( w \) carefully.

Many methods have been proposed for choosing \( w \). Many of the proposals have been described in the context of gridding-based reconstruction. We consider the general estimator (6.4.3), keeping \( Z \) distinct from \( \mathcal{A}^* \) wherever possible.

**Example 6.4.1** As a concrete example, consider the 1D case with equally spaced frequency samples: \( \nu_k = \frac{k}{\alpha \text{FOV}} \) for \( k \in \mathbb{Z} \), where \( \alpha \geq 1 \) is an “over-sampling” factor. Since \( f(x) \) is space-limited, by the sampling theorem we can reconstruct \( F(\vec{v}) \) from its samples by sinc interpolation as follows:

\[
F(\nu) = \sum_{k=-\infty}^{\infty} \text{sinc}(\nu \alpha \text{FOV} - k) F\left(\frac{k}{\alpha \text{FOV}}\right) \Rightarrow f(x) = \frac{1}{\alpha \text{FOV}} \text{rect}\left(\frac{x}{\alpha \text{FOV}}\right) \sum_{k=-\infty}^{\infty} e^{2\pi i k x / \text{FOV}} F\left(\frac{k}{\alpha \text{FOV}}\right) .
\]

For this example, the proper choice for \( w \) is indisputably \( w_i = \frac{1}{\alpha \text{FOV}} \), i.e., \( w_i \) should be inversely proportional to the FOV and to the over-sampling factor. It is easy to generalize this example to higher dimensions.

For nonuniform sampling patterns, the best choice of \( w \) is less apparent. Methods for choosing \( w \) can be categorized as either heuristic or as being based on some optimality criterion.

#### 6.4.2.1 Noise considerations (s,four,dens,noise)

The covariance of the conjugate phase estimator (6.4.3) is

\[
\text{Cov}_w\{\hat{f}\} = ZD(w)\text{Cov}\{y\}D^*(w)Z^* ,
\]

where \( \text{Cov}\{y\} = \sigma^2 I \) for the usual additive white gaussian noise model. It is clear from this expression that larger values of the DCF elements \( w_i \) can increase the noise covariance.

For the estimator (6.4.2), the variance of the reconstructed image at any given spatial location is given by

\[
\text{Var}\{\hat{f}(\vec{x})\} = s^2(\vec{x}) \sum_{i=1}^{n_i} w_i^2 \approx \int w^2(\vec{k})d(\vec{k})d\vec{k} ,
\]
where \(d(\vec{k})\) denotes the sampling density at k-space location \(\vec{k}\). Comparing this to iterative reconstruction methods is an interesting open problem.

One natural scalar measure of the “overall” noise in \(\hat{f}\) is the following weighted total noise variance:

\[
\sigma^2_{\text{total}}(w) \triangleq \text{trace}\left\{ K^{-1/2} \text{Cov}_w\left\{ \hat{f} \right\} K^{-1/2} \right\} = \sigma^2 \text{trace}\left\{ D(w) D^*(w) J \right\} = \sigma^2 \sum_{i=1}^{n_d} |w_i|^2 J_{ii},
\]

where \(K\) is user-selected weighting and we define the following weighted relative of the crosstalk matrix in (6.3.3):

\[
J = \mathcal{Z}^* K^{-1} \mathcal{Z}.
\]

A natural choice for the weighting \(K^{-1}\) is \(K^{-1} = D(c(\vec{x}))\), where \(c(\vec{x})\) denotes an approximation to \(s(\vec{x})\) defined below in (6.4.53), and usually \(\mathcal{Z} = \mathcal{A}^*\), in which case the diagonal elements of \(J\) are

\[
J_{ii} = [\mathcal{Z}^* D(c(\vec{x})) \mathcal{Z}]_{ii} = [\mathcal{A} D(c(\vec{x})) \mathcal{A}^*]_{ii} = \int_D c(\vec{x}) \, d\vec{x},
\]

which is a constant. In this typical case, the total noise variance is proportional to the norm of the DCF vector:

\[
\sigma^2_{\text{total}}(w) = \sigma^2 \left( \int_D c(\vec{x}) \, d\vec{x} \right) \|w\|_2^2.
\]

In light of this analysis, it is natural to consider the norm \(\|w\|\) of the DCF vector for DCF design, either by using a constraint or by using a regularizer of the form \(\beta \|w\|_2^2\). See §6.4.2.4.5.

### 6.4.2.2 Heuristic methods (s,four,dens,heur)

Several heuristic methods for DCF design have been proposed, and many of these remain quite popular due to their simplicity.

#### 6.4.2.2.1 Jacobian determinant

Some sampling patterns can be treated as a continuous and invertible mapping of uniformly spaced samples. For such patterns, the Jacobian determinant of the transformation (or approximations thereof) at each sample \(\vec{\nu}_i\) has been used to define \(w\) [23, 108–115]. This approach is computationally efficient compared to most of the alternatives below. However, it is specific to special sampling patterns, such as spirals, and it is difficult to accommodate self-crossing sampling trajectories or other departures from the ideal analytical formula for the sampling pattern [113]. This method also does not seem to account fully for the fact that \(n_d\) is finite. Nevertheless, it is particularly popular for certain sampling patterns such as spirals.

#### 6.4.2.2.2 Voronoi cell volume

A simple approach that is applicable to arbitrary sampling patterns is to let \(w_i\) be the volume of the Voronoi cell around frequency sample \(\vec{\nu}_i\) [1, 116]. Fig. 6.4.1 shows a 2D example. Combinations of Voronoi cell volume and Jacobian determinants have also been suggested [117, 118].

Sample points at the outer boundaries of the sampling pattern (i.e., points \(\vec{\nu}_i\) that are outside the convex hull of the other points) have Voronoi cells with infinite area. Thus one must somehow choose reasonable finite values for \(w_i\) for those locations.

#### 6.4.2.2.3 Cell counting

A simpler alternative to Voronoi cell volume is to partition frequency space into rectangular “Nyquist” cells (having dimensions corresponding to the reciprocals of the dimensions of the field of view \(D\)), and to let \(w_i\) be the reciprocal of the number of frequency samples in the cell that contains \(\vec{\nu}_i\). This is called the cell counting method [44]. Presumably one must make adjustments for samples that lie on cell boundaries. Ignoring such corrections, the 1D version is: \(\mathcal{I}_k \triangleq [(k-1/2)/\text{FOV}, (k+1/2)/\text{FOV}]\), \(N_k \triangleq \sum_{\nu_i \in \mathcal{I}_k} 1\), \(w_i \triangleq \sum_k \frac{1}{N_k} \mathbb{1}_{\{\nu_i \in \mathcal{I}_k\}}\).

#### 6.4.2.2.4 Sinc overlap density

The sinc function has the following “sampling density” property:

\[
0 < \Delta < 2 \implies \sum_{k=-\infty}^{\infty} \text{sinc}(k\Delta) = \frac{1}{\Delta}.
\]
Figure 6.4.1: Illustration of nonuniform frequency sampling pattern (the dots along the spiral) and the corresponding Voronoi cells. Areas of such cells have been used for sampling density compensation.

Since $S(\vec{\nu})$ in (6.1.7) is usually a sinc-like function, this property suggests the following choice of sampling density compensation:

$$w_i = \frac{1}{\sum_{l=1}^{n_d} S(\vec{\nu}_i - \vec{\nu}_l)} = \frac{1}{\sum_{l=1}^{n_d} [\mathcal{A}\mathcal{A}^*]_{il}} = \frac{1}{[\mathcal{A}\mathcal{A}^*1]_i},$$

or equivalently

$$w = 1 \otimes (\mathcal{A}\mathcal{A}^*1),$$

where $\otimes$ denotes element-wise division and the $n_d \times n_d$ crosstalk matrix $\mathcal{A}\mathcal{A}^*$ was defined in (6.1.16). This definition of $w$ is ideal in the (uncommon) case of equally spaced frequency samples whose density exceeds the Nyquist spacing corresponding to $\mathcal{D}$.

6.4.2.2.5 Jackson’s area density In convolutional gridding methods such as [16, 119, 120] (see §6.4.3.5), the traditional choice for sampling density compensation is [16, eqn. (8)]:

$$w_i = \frac{1}{\sum_{l=1}^{n_d} C(\vec{\nu}_i - \vec{\nu}_l)},$$

The denominator of (6.4.11) has been called the area density, where $C(\vec{\nu})$ denotes the gridding kernel (such as a Kaiser-Bessel function); see (6.4.52). Presumably this choice is motivated in part by (6.4.9), because gridding kernels are finite-support approximations to $S(\vec{\nu})$. The other heuristic methods for sampling density compensation depend only on the sample locations $\{\vec{\nu}_i\}$, thereby avoiding the question of how to best choose $C(\vec{\nu})$ in (6.4.11).

In light of (6.1.17), Jackson’s area density can also be written approximately in terms of a weighted crosstalk matrix as follows:

$$w \approx 1 \otimes (\mathcal{A}\mathcal{D}(c(\vec{x})) \mathcal{A}^*1) = 1 \otimes \left(K 1\right),$$

where $c(\vec{x}) \overset{FT}{\leftrightarrow} C(\vec{\nu})$, and where $\tilde{K}$ was defined in (6.3.3) with $\mathcal{K} = \mathcal{D}(c(\vec{x}))$ here. The approximation is valid provided $c(\vec{x}) \approx \tilde{s}(\vec{x})$. This never holds exactly because $C(\vec{\nu})$ has finite support for gridding, so $c(\vec{x})$ has infinite support. The form (6.4.12) may be convenient for computation in some cases.

Although the area density (6.4.11) is computed easily, it does not appear to be based on any optimality criterion; several methods based on such criteria have been found to yield estimates $\hat{f}$ with reduced RMS error, so we focus on such methods next.

---

6 The Kaiser Bessel windows that are used for $C(\vec{\nu})$ in gridding are close approximations to the prolate spheroidal wave functions [121, 122]. The corresponding functions $c(\vec{x})$ have minimal energy outside of $\mathcal{D}$ so the approximation (6.4.12) should be reasonable.
6.4.2.3 Optimality criteria: image domain

Several “optimal” methods for choosing the sampling density compensation vector \( \mathbf{w} \) have been proposed, most of which are based on analyzing a discrete-discrete version of the estimator (6.4.2), i.e., corresponding to the model (6.2.3). Most analyses consider the case of noiseless data, i.e., when \( \mathbf{y} = \mathbf{y} \triangleq \mathbb{E}[\mathbf{y}] = \mathbf{A}f \).

We begin by considering image-domain optimality criteria. For accurate reconstruction from noiseless data using (6.4.3), we would like to choose \( \mathbf{w} \) such that [123, eqn. 13]

\[
f \approx \mathbb{E}[\hat{f}] = \mathbf{Z} \mathbf{D}(\mathbf{w}) \mathbb{E}[\mathbf{y}] = \mathbf{Z} \mathbf{D}(\mathbf{w}) \mathbf{A}f. \tag{6.4.13}
\]

6.4.2.3.1 Object-dependent image-domain DCF

Although \( f \) is unknown in practice, for the purposes of establishing an ultimate performance bound in simulations, we could choose \( \mathbf{w} \) by the following optimization criterion:

\[
\mathbf{w} = \arg \min_{\mathbf{w}} \| f - \mathbf{Z} \mathbf{D}(\mathbf{w}) \mathbf{A}f \|_{\mathcal{K}^{-1/2}}, \tag{6.4.14}
\]

where \( \mathcal{K} \) is a user-selected, positive-definite weighting operator on \( \mathcal{L}_2(\mathcal{D}) \). This \( \mathbf{w} \) is the ultimate object-dependent, image-domain choice, perhaps useful as a benchmark for comparing other methods.

Simplifying the cost function (6.4.14) yields

\[
\| f - \mathbf{Z} \mathbf{D}(\mathbf{w}) \bar{\mathbf{y}} \|_{\mathcal{K}^{-1/2}} = \| f \|_{\mathcal{K}^{-1/2}}^2 - 2 \text{real} \{ \langle \mathbf{K}^{-1/2} f, \mathbf{Z} \mathbf{D}(\mathbf{w}) \bar{\mathbf{y}} \rangle \} + \| \mathbf{Z} \mathbf{D}(\mathbf{w}) \bar{\mathbf{y}} \|_{\mathcal{K}^{-1/2}}^2
\]

\[
= \| f \|_{\mathcal{K}^{-1/2}}^2 - 2 \text{real} \{ \langle \mathbf{Z}^* \mathbf{K}^{-1} f, \mathbf{D}(\mathbf{w}) \bar{\mathbf{y}} \rangle \} + \| \mathbf{Z} \mathbf{D}(\mathbf{w}) \bar{\mathbf{y}} \|_{\mathcal{K}^{-1/2}}^2
\]

\[
= \| f \|_{\mathcal{K}^{-1/2}}^2 - 2 \text{real} \{ \mathbf{w}' \text{diag} \{ \bar{y}_i \}' \mathbf{Z}^* \mathbf{K}^{-1} f \} + \mathbf{w}' \text{diag} \{ \bar{y}_i \}' \mathbf{J} \text{diag} \{ \bar{y}_i \} \mathbf{w},
\]

where \( \mathbf{J} \) was defined in (6.4.6). So the gradient with respect to \( \mathbf{w} \) is

\[
2 \text{diag} \{ \bar{y}_i \}' \left( \mathbf{J} \text{diag} \{ \bar{y}_i \} \mathbf{w} - \mathbf{Z}^* \mathbf{K}^{-1} f \right).
\]

The (unconstrained, possibly complex) minimizer satisfies

\[
\mathbf{J} \text{diag} \{ \mathbf{A}f \} \mathbf{w} = \mathbf{Z}^* \mathbf{K}^{-1} f. \tag{6.4.15}
\]

If we choose \( \mathbf{Z} = \mathbf{K} \mathbf{A}^* \), then \( \mathbf{J} = \tilde{\mathbf{K}} \), and the above system of equations always has a solution since \( \tilde{\mathbf{K}} \) is invertible for distinct frequency samples. One can solve easily an equation of the form \( \tilde{\mathbf{K}} \mathbf{u} = \mathbf{v} \) using the PCG iteration with a gridding approximation. If \( \mathbf{J} \) is nearly singular, or if the noiseless data \( \bar{\mathbf{y}} \) has zeros, then there are multiple density compensation vectors \( \mathbf{w} \) that will minimize (6.4.14) nearly equally well. In that case, one could use the flexibility afforded by having multiple solutions to enforce other desirable constraints, such as nonnegativity: \( \mathbf{w} \succeq 0 \), or some criterion related to the noise properties, as described in 6.4.2.1.

Rearranging (6.4.15), if \( \mathbf{J} \) is invertible then the minimizer satisfies \( \mathbf{D}(\mathbf{w}) \mathbf{A}f = \mathbf{J}^{-1} \mathbf{Z}^* \mathbf{K}^{-1} f \), so the minimum (weighted) error in (6.4.14) is

\[
\| f - \mathbf{Z} \mathbf{J}^{-1} \mathbf{Z}^* \mathbf{K}^{-1} f \|_{\mathcal{K}^{-1/2}} = \| \mathbf{K}^{1/2} \left( \mathbf{I} - \mathbf{K}^{-1/2} \mathbf{Z} \mathbf{J}^{-1} \mathbf{Z}^* \mathbf{K}^{-1/2} \right) \mathbf{K}^{-1/2} f \|_{\mathcal{K}^{-1/2}}
\]

\[
= \| \mathbf{P}_{\mathcal{K}^{-1/2}} \mathbf{Z} \mathbf{K}^{-1/2} f \|.
\]

When \( \mathbf{Z} = \mathbf{K} \mathbf{A}^* \), this is the same (weighted) error produced by the MNLS method (6.3.2) for noiseless data and when \( f_0 = 0 \).

6.4.2.3.2 Min-max image-domain DCF

Because \( f \) is unknown in practice, it is necessary to design the DCF without considering a specific object \( f \). One possibility would be to minimize the worst-case error of the approximation (6.4.13) over some set \( \mathcal{F} \) of possible objects by the following min-max optimality criterion:

\[
\mathbf{w} = \arg \min_{\mathbf{w}} \max_{f \in \mathcal{F}} \| f - \mathbf{Z} \mathbf{D}(\mathbf{w}) \mathbf{A}f \|_{\mathcal{K}^{-1/2}}, \tag{6.4.16}
\]

where \( \mathcal{K}_2 \) denotes a user-selected, positive-definite image domain weighting operator on \( \mathcal{L}_2(\mathcal{D}) \). If one were to choose the set

\[
\mathcal{F} = \left\{ f \in \mathcal{L}_2(\mathcal{D}) : \| f \|_{\mathcal{K}^{-1/2}} \leq 1 \right\}, \tag{6.4.17}
\]
then the min-max criterion (6.4.16) would be equivalent to the following optimization criterion:
\[
\hat{w} = \arg \min_{w} \|\mathcal{K}_{1}^{-1/2} (\mathcal{I} - \mathcal{Z} D(w) \mathcal{A}) \mathcal{K}_{1}^{1/2} \|.
\] (6.4.18)

However, because the null space of \(\mathcal{A} \mathcal{K}_{1}^{1/2}\) is nonempty, one can show that \(\|\mathcal{K}_{2}^{-1/2} (\mathcal{I} - \mathcal{Z} D(w) \mathcal{A}) \mathcal{K}_{1}^{1/2}\|\) is independent of \(w\). So one must choose a set \(\mathcal{F}\) that is orthogonal to the null space of \(\mathcal{A}\). One possibility is to choose \(\mathcal{F} = \mathcal{R}_{\mathcal{Z}} \cap \{ f \in L_{2}(D) : \| f \|_{K_{1}^{-1/2}} \leq 1 \}\), in which case the min-max criterion (6.4.16) simplifies (Problem 6.16) to
\[
\arg \min_{w} \|J_{1}^{1/2} (I - D(w) \mathcal{A} \mathcal{Z}) J_{1}^{-1/2}\|,
\] (6.4.19)
where, cf. (6.4.6), we define
\[
J_{1} = \mathcal{Z}^{*} \mathcal{K}_{1}^{-1} \mathcal{Z}, \quad J_{2} = \mathcal{Z}^{*} \mathcal{K}_{2}^{-1} \mathcal{Z}.
\]
Computing this min-max solution efficiently appears to be a challenging open problem.

An alternative condition was studied by Choi and Munson [124] in the context of band-limited signal interpolation. Because components of \(f\) in the null space of \(\mathcal{A}\) are unrecoverable by linear methods, we should restrict attention to objects \(f\) that are not in that null space, specifically: \(\mathcal{F} = \{ f \in L_{2}(D) \cap N_{\mathcal{A}}^{1} : \| f \| \leq 1 \}\). If we assume that \(\mathcal{Z} = \mathcal{A}\), then the solution given in [124, eqn. (31)] applies, which requires that one choose \(w\) to cluster the eigenvalues of \(K D(w)\) near unity, an impractical procedure for large \(n_{d}\). Finding such a solution for more general \(\mathcal{Z}\) appears to be an open problem. (See (6.4.41) too.)

### 6.4.2.3.3 Weighted Frobenius norm criterion in data domain

A simpler alternative to (6.4.19) would be to use a (possibly weighted) Frobenius norm criterion:
\[
\arg \min_{w} \|W_{1}^{1/2} (I - D(w) \mathcal{A} \mathcal{Z}) W_{2}^{1/2}\|_{\text{Frob}},
\] (6.4.20)
where \(W_{1}\) and \(W_{2}\) are user-selected, positive-semidefinite \(n_{d} \times n_{d}\) weighting matrices. By Problem 6.3, the minimizer satisfies
\[
H \hat{w} = v \quad \text{where} \quad H_{ii} = \left| W_{1} \right|_{ii} \left| \mathcal{A} W_{2} \mathcal{Z}^{*} \mathcal{A}^{*} \right|_{ii}, \quad v_{i} = \left| W_{1} \right|_{ii} \left| \mathcal{K} W_{2} \hat{K} \right|_{ii}, \quad i = 1, \ldots, n_{d}.
\] (6.4.21)

In particular, if we choose \(\mathcal{Z} = \mathcal{K} \mathcal{A}^{*}\), then the solution simplifies to
\[
H_{ii} = \left| W_{1} \right|_{ii} \left| \mathcal{K} W_{2} \hat{K} \right|_{ii}, \quad v_{i} = \left| W_{1} \right|_{ii} \left| \mathcal{K} W_{2} \hat{K} \right|_{ii}, \quad i = 1, \ldots, n_{d}.
\] (6.4.22)

There may be a variety of choices of frequency domain weighting matrices \(W_{1}\) and \(W_{2}\) that lead to useful methods. (See Problem 6.5.) Instead of pursuing these, §6.4.2.3.4 considers another optimality formulation that turns out to be somewhat more general.

### 6.4.2.3.4 Weighted Frobenius norm criterion in image domain

Another alternative to (6.4.18) is the following object-domain weighted Frobenius norm criterion:
\[
\hat{w} = \arg \min_{w} \|W_{1}^{1/2} (I - \mathcal{Z} D(w) \mathcal{A}) W_{2}^{1/2}\|_{\text{Frob}},
\] (6.4.23)
where \(W_{1}\) and \(W_{2}\) are user-selected, positive-semidefinite object-domain weighting operators. Such weighting could be useful when different image regions (e.g., near borders) have different importance; see [16] for Schwab’s weighting function. The unweighted version of this Frobenius norm was used implicitly to choose \(\hat{w}\) via iterative minimization methods in [94]. However, one can find the following explicit closed-form solution by Problem 6.3 (cf. [125, p. 311]):
\[
H \hat{w} = v \quad \text{where} \quad H_{ii} = \left| W_{1} \right|_{ii} \left| \mathcal{A} W_{2} \mathcal{A}^{*} \right|_{ii}, \quad v_{i} = \left| W_{1} \right|_{ii} \left| \mathcal{Z}^{*} W_{1}^{3} \mathcal{A}^{*} \right|_{ii}, \quad i = 1, \ldots, n_{d}.
\] (6.4.24)
Although this solution is explicit, it would still appear to require considerable computation in general.

If we choose \( \mathcal{W}_1 = \mathcal{K}_1^{-1} \mathcal{Z} \mathcal{J}_1^{-1} \mathcal{W}_1 \mathcal{J}_1^{-1} \mathcal{Z}^* \mathcal{K}_1^{-1} \) and \( \mathcal{W}_2 = \mathcal{Z} \mathcal{W}_2 \mathcal{Z}^* \), then the solution (6.4.24) becomes identical to (6.4.21). So the frequency domain Frobenius criterion (6.4.20) is a special case of the object-domain Frobenius criterion (6.4.23). One can show that the solutions (6.4.24) are in fact more general than (6.4.21) (see Problem 6.18), but whether that generality leads to useful methods is an open problem. We now consider several special cases for the choices of \( \mathcal{W}_1, \mathcal{W}_2, \) and \( \mathcal{Z} \).

- For the choice \( \mathcal{W}_1 = \mathcal{A}^* \mathcal{K}^{-2} \mathcal{A}, \mathcal{W}_2 = \mathcal{K} \mathcal{A}^* \mathcal{K}^{-2} \mathcal{A} \mathcal{K}, \) and \( \mathcal{Z} = \mathcal{K} \mathcal{A}^* \), we find \( H = I \) and \( v_1 = \left[ \mathcal{K}^{-1} \right]_{ii} \), so the solution is the diagonal of the inverse of the weighted crosstalk matrix:

\[
\hat{w}_1 = \left[ \mathcal{K}^{-1} \right]_{ii}.
\]

This matrix inverse seems impractical.

- If we choose \( \mathcal{W}_1 = \mathcal{K}^{-1}, \mathcal{W}_2 = \mathcal{K} \mathcal{A}^* \mathcal{K}^{-2} \mathcal{A} \mathcal{K}, \) and \( \mathcal{Z} = \mathcal{K} \mathcal{A}^* \), then \( H = \text{diag} \left( \mathcal{K}^{-1/2} \mathcal{K}^{-1/2} \right) \) and \( v = 1 \) so the solution is the reciprocal of the diagonal of the weighted crosstalk matrix:

\[
\hat{w}_1 = 1/\mathcal{K}_{ii}.
\]

If we choose \( \mathcal{K} = \mathcal{D}(c(\hat{x})) \), then \( \mathcal{K}_{ii} \) is the constant value \( (C* \mathcal{S})(\hat{0}) \), so this choice is useless.

- For the choice \( \mathcal{W}_1 = \mathcal{K}^{-1}, \mathcal{W}_2 = \mathcal{K} \mathcal{A}^* \mathcal{K}^{-1} \mathcal{I}_1^1/ \mathcal{K}^{-1} \mathcal{A} \mathcal{K}, \) and \( \mathcal{Z} = \mathcal{K} \mathcal{A}^* \), then \( H = \mathcal{K} \) and \( v = 1 \) so the minimizer is

\[
\hat{w} = \mathcal{K}^{-1} 1.
\]

Although this expression appears to involve a matrix inverse, it can be computed simply by solving the system of equations

\[
\mathcal{K} \hat{w} = 1
\]

using an iterative algorithm like the conjugate gradient (CG) method, so it can be made practical. In particular, if we make the choice

\[
\mathcal{K} = \mathcal{D} \left( |c(\hat{x})|^2 \right),
\]

where \( c(\hat{x}) \approx c(\hat{x}) \), then by using (6.1.17) we see that

\[
\mathcal{K}_{ii} \approx (C* \mathcal{S})(\hat{0} - \hat{0}).
\]

Because this is a (block) banded matrix, one can solve (6.4.25) iteratively fairly easily.

- If we choose \( \mathcal{W}_1 = \mathcal{K}^{-1}, \mathcal{W}_2 = \mathcal{K}, \) and \( \mathcal{Z} = \mathcal{K} \mathcal{A} \), then \( H_{ii} = \left| \mathcal{K}_{ii} \right|^2 \) and \( v_{i} = \mathcal{K}_{ii} \). In particular, if we choose

\[
\mathcal{K} = \mathcal{D} \left( |c(\hat{x})|^2 \right),
\]

then \( H_{ii} \approx |(C* \mathcal{S})(\hat{0} - \hat{0})|^2 \) and \( v_{i} \approx (C* \mathcal{S})(0). \) This too is a (block) banded system of equations; developing an efficient implementation of this solution is an open problem.

Different choices for \( \mathcal{W}_1, \mathcal{W}_2, \) and \( \mathcal{Z} \) lead to quite different choices for \( \hat{w} \). These could be compared for a given object of interest \( f \) using (6.4.14).

### 6.4.2.3.5 Pseudo-inverse criteria (s,four,dens,pinv)

If \( f \) were in the intersection of the range of \( \mathcal{A}^* \) and the range of \( \mathcal{Z} \), then the approximation (6.4.13) would be exact if we could choose \( D \) to be a \( n_d \times n_d \) matrix of the following imposing form:

\[
D_0 = \mathcal{W}_1 \mathcal{Z}^* [\mathcal{Z} \mathcal{W}_1 \mathcal{Z}^*]^{\dagger} [\mathcal{A}^* \mathcal{W}_2 \mathcal{A}]^{\dagger} \mathcal{A}^* \mathcal{W}_2,
\]

where \( \mathcal{W}_1, \mathcal{W}_2 \in \mathbb{C}^{n_d \times n_d} \) are user-selected, positive-definite, Hermitian weighting matrices. A similar expression was suggested in [125, eqn. (6)]. This \( D_0 \) is not diagonal, so one could attempt to find a diagonal approximation to it by an optimality criterion such as the following:

\[
\arg \min_{w} \| D_0 - D(w) \|_{W_3^{1/2}},
\]

where \( W_3 \in \mathbb{C}^{n_d \times n_d} \) is another user-selected, positive-definite, Hermitian weighting matrix. It is somewhat difficult to see what the most suitable choices for \( \mathcal{W}_1, \mathcal{W}_2, \) and \( \mathcal{W}_3 \) would be, and difficult to solve the minimization problem because of the pseudo-inverse.

The problem becomes more tractable if instead we use a Frobenius norm:

\[
\hat{w} = \arg \min_{w} \| W_3^{1/2} (D(w) - D_0) W_4^{1/2} \|_{\text{Frob}}.
\]
Problem 6.3 shows that the minimizer satisfies

$$H\hat{w} = v$$

$$H_{ii} = [W_3]_{ii}[W_4]_{ii}$$

$$v_i = [W_3D_0W_4]_{ii}, \quad i = 1, \ldots, n_d. \quad (6.4.26)$$

If either $W_3$ or $W_4$ are diagonal, then so is $H$, and the solution simplifies to

$$\hat{w}_i = [W_3D_0W_4]_{ii}. \quad (6.4.26)$$

For $W_3 = W_4 = I$, this is simply the diagonal of $D_0$. In particular, for the case $Z = A^*$, using the approximation (6.1.15) yields

$$[D_0]_{ii} = e_i^*A[A^*A]^{-1}e_i \approx e_i^*AF^{-1}D\left(|H(\tilde{\nu})|^2\right)^\dagger \mathcal{F}A^*e_i = \int \frac{|S(\tilde{\nu} - \tilde{\nu}_i)|^2}{|H(\tilde{\nu})|^4} d\tilde{\nu},$$

where $H(\tilde{\nu})$ was defined in (6.1.14). Evaluating this choice, e.g., by using NUFFTs, is an open problem.

Sedarat and Nishimura proposed a closely related optimality criterion [125] (in the context of gridding), that we generalize here. Let $f_{\text{ref}} = \mathcal{R}y$ denote a good “reference” reconstruction method, for example, we could use $\mathcal{R} = A^*D_0$. The difference between the reference reconstruction and the conjugate-phase estimate based on a diagonal $D(w)$ is $f - f_{\text{ref}} = ZD(w)y - \mathcal{R}y = (ZD(w) - \mathcal{R})y$. So a natural criterion for $w$ is to minimize the following weighted Frobenius norm:

$$\|K_1^{1/2}(ZD(w) - \mathcal{R})W_3^{1/2}\|_{\text{Frob}} = \|K_1^{1/2}\mathcal{R}W_3^{1/2} - K_1^{1/2}ZD(w)W_3^{1/2}\|_{\text{Frob}}, \quad (6.4.27)$$

where $K_1^{1/2}$ and $W_3^{1/2}$ are any Hermitian symmetric, positive definite image domain operator and $n_d \times n_d$ matrix, respectively. Problem 6.3, which generalizes [125, eqn. (8)], shows that the minimizer satisfies

$$H\hat{w} = v$$

$$H_{ii} = [Z^*K_1Z]_{ii}[W_3]_{ii}$$

$$v_i = [Z^*K_1\mathcal{R}W_3]_{ii}, \quad i = 1, \ldots, n_d. \quad (6.4.28)$$

In particular, if $W_3$ is any diagonal matrix, then $H$ is also diagonal and

$$\hat{w}_i = [Z^*K_1\mathcal{R}]_{ii}. \quad (6.4.28)$$

Interestingly, for $\mathcal{R} = K_2^{1/2} [AK_2^{1/2}]^\dagger$ and $W_3 = AK_2A^*$, the solution (6.4.28) simplifies to (6.4.24). Apparently (6.4.27) is more general than (6.4.25). However, the obvious choices for $W_3$ and $\mathcal{R}$ lead to solutions shown in §6.4.2.3.4, so whether this additional generality is useful is an open problem.

### 6.4.2.4 Optimality criteria: PSF

If $f(\tilde{x}) = \delta(\tilde{x})$, a Dirac impulse at the center of the spatial coordinates, then $Af = 1$, the vector of $n_d$ ones, in which case

$$ZD(w)Af = Zw,$$

which is sometimes called “the” point-spread function (PSF) of the reconstruction method (6.4.3). This terminology is imprecise because the method (6.4.3) is not exactly shift invariant in general, due to the $s(\tilde{x})$ term in (6.4.2). So in fact there is a somewhat different PSF for each spatial location. Nevertheless, for good spatial resolution, we would like this PSF to closely approximate a Dirac impulse. However, the Dirac impulse is not in $L_2(D)$, so we must choose a square-integrable “target” PSF for optimizing $w$. (In some cases one can consider a Dirac impulse by limiting arguments [126].) A logical choice of target impulse response would be the function whose spectrum is unity over a set $C$ that closely approximates the convex hull of the sample locations $\{\tilde{\nu}_i\}$ and is zero otherwise. For example, for a spiral sampling pattern, $C$ would be a disk. We could then define the target PSF as follows

$$h(\tilde{x}) = \int_C e^{2\pi i \tilde{x} \cdot \tilde{\nu}} d\tilde{\nu}. \quad (6.4.29)$$
It follows that $\mathbf{A}h \approx 1$; the reason this is only approximate is that the target PSF $h$ is not exactly support limited to $\mathcal{D}$. (An alternative target PSF would be the function $h$ that is support limited to $\mathcal{D}$ that is as close to unity over $\mathcal{C}$ and to zero over the complement of $\mathcal{C}$ as possible.)

Having chosen such a target PSF, we can then optimize $\mathbf{w}$ by minimizing the following WLS cost function:

$$
\|h - \mathbf{Z}\mathbf{w}\|_{\mathbf{W}_0}^2 \equiv \mathbf{w}' \tilde{\mathbf{J}} \mathbf{w} - 2 \text{real}\{\mathbf{w}' \mathbf{u}\},
$$

(6.4.29)

for some user-selected weighting operator $\mathbf{W}_0$, where

$$
\tilde{\mathbf{J}} \triangleq \mathbf{Z}' \mathbf{W}_0 \mathbf{Z}
$$

(6.4.30)

is a $n_d \times n_d$ relative of the weighted Fourier crosstalk matrix $\tilde{\mathbf{K}}$ in (6.3.3), and where

$$
\mathbf{u} \triangleq \mathbf{Z}' \mathbf{W}_0 \mathbf{h}.
$$

If $\mathbf{Z} = \mathbf{A}^*$ and $\mathbf{W}_0 = \mathcal{D}\{|c(\vec{x})|^2\}$, then $\tilde{\mathbf{J}}$ is a symmetric banded matrix with entries

$$
\tilde{J}_{il} = (C^* C)(\vec{v}_i - \vec{v}_l).
$$

The gradient (see §28.2) of this cost function with respect to $\mathbf{w}$ is

$$
\tilde{\mathbf{J}} \mathbf{w} - \mathbf{u}.
$$

For unconstrained minimization of (6.4.29), the optimal $\mathbf{w}$ satisfies

$$
\tilde{\mathbf{J}} \hat{\mathbf{w}} = \mathbf{u},
$$

(6.4.31)

i.e., is given by

$$
\hat{\mathbf{w}} = \tilde{\mathbf{J}}^{-1} \mathbf{u} = [\mathbf{Z}' \mathbf{W}_0 \mathbf{Z}]^{-1} \mathbf{Z}' \mathbf{W}_0 \mathbf{h}.
$$

Because $\tilde{\mathbf{J}}$ is too large to invert directly, iterative methods are needed. If $\mathbf{Z} = \mathbf{W}_0^{-1} \mathbf{A}^*$ and we choose $\mathbf{W}_0 = \mathbf{K}^{-1}$, then $\mathbf{u} = \mathbf{Z}' \mathbf{W}_0 \mathbf{h} = \mathbf{A}h \approx 1$, and $\mathbf{Z}' \mathbf{W}_0 \mathbf{Z} = \mathbf{A} \mathbf{K}^{-1} \mathbf{A}^* = \tilde{\mathbf{K}}$, so the desired $\mathbf{w}$ corresponds to “solving” the following system of equations

$$
\mathbf{K} \hat{\mathbf{w}} = \mathbf{1}.
$$

(6.4.32)

Several methods related to solving (6.4.32) or an approximation thereof have been proposed in the literature. However, if $\mathbf{Z}$ is a crude approximation to $\mathbf{A}^*$, then $\mathbf{u} \neq 1$. Most published methods have ignored this distinction, the importance of which is an open problem.

### 6.4.2.4.1 Pipe and Menon’s iteration

In the context of gridding, Pipe and Menon [17] observed (for $\mathbf{u} = 1$) that dividing both sides of (6.4.31) into the vector $\mathbf{w}$ yields the following equality

$$
\hat{\mathbf{w}} = \tilde{\mathbf{J}}^{-1} \mathbf{u} = [\mathbf{Z}' \mathbf{W}_0 \mathbf{Z}]^{-1} \mathbf{Z}' \mathbf{W}_0 \mathbf{h}.
$$

(6.4.31)

I am unaware of any proof of convergence for this iteration, nor does this iteration appear to be related to any specific optimality criterion. It does have the property that if the initial vector $\mathbf{w}^{(0)}$ is nonnegative, then all subsequent iterations $\mathbf{w}^{(n)}$ will be nonnegative if the elements of $\tilde{\mathbf{J}}$ and $\mathbf{u}$ are nonnegative and real.
6.4.2.4.2 An EM iteration The form of (6.4.33) is suggestively close to the EM algorithm for emission tomography described in Chapter 16. In the notation used here, that EM iteration is:

\[ w^{(n+1)} = w^{(n)} \odot \left( \tilde{J} \left( u \odot \left[ \tilde{J} w^{(n)} \right] \right) \right) \odot (\tilde{1}J). \] (6.4.34)

Normally this type of iteration is associated with Poisson measurement noise, but it also has been proposed for problems with nonnegativity constraints and noiseless “data” [127, 128]. This iteration is associated with an optimality criterion:

\[ \min_{w \geq 0} \sum_{i=1}^{n_d} \kappa \left( 1, \left[ \tilde{J} w \right]_i \right), \]

where \( \kappa \) denotes the Kullback-Leibler divergence (16.4.11). However, the algorithm (6.4.34) requires roughly twice as much computation per iteration as (6.4.33). If there is a nonnegative \( \hat{w} \) that satisfies (6.4.32), then (6.4.34) will converge to \( \hat{w} \) [129], whereas the most that we can state about (6.4.33) is that \( \hat{w} \) is a fixed point.

6.4.2.4.3 Qian et al.’s iteration Considering (6.4.32), Qian et al. [130] proposed (for \( u = 1 \)) the following additive fixed-point iteration:

\[ w^{(n+1)} = w^{(n)} + \alpha \left( u - \tilde{K} w^{(n)} \right), \]

with the step size \( \alpha \) chosen empirically. Although it was not derived explicitly as such, we see that this iteration is gradient descent of (6.4.29) with \( Z = \mathcal{W}_0^{-1} A^* \). For a square FOV, \( \tilde{K} \) consists of samples of sinc functions, and Qian et al. found that truncating the sinc (to reduce computation) degraded \( \hat{w} \). They also had to make certain \textit{ad hoc} modifications near the densely sampled origin of a spiral sampling pattern. They reported modest improvements relative to the method of Pipe and Menon [17] in (6.4.33). Apparently their algorithm did not enforce the constraint \( w \succeq 0 \).

Dwork et al. [131] also proposed using LSQR to solve the same (unweighted) least-squares criterion (6.4.29), again with no mention of a nonnegativity constraint.

6.4.2.4.4 Samsonov et al.’s iteration Samsonov et al. [132] proposed (for \( u = 1 \)) a variation of this method that enforced the constraint \( w \succeq 0 \) using a projected preconditioned steepest descent algorithm (cf. §11.3). Essentially, that algorithm tries to solve the following optimization problem

\[ \min_{w \succeq 0} \| \tilde{J} w - u \|_{W^{1/2}}, \] (6.4.35)

for the unweighted case \( W = I \). They initialized the iteration using (6.4.11), and they found that the RMS error between \( f \) and \( f \) was smaller when using (6.4.35) than when they used the method of Pipe and Menon [17] in (6.4.33).

6.4.2.4.5 Alternative PSF-based methods None of the four preceding algorithms are exactly equivalent to solving the original minimization problem (6.4.29) subject to a nonnegativity constraint. Instead, they all aim to approximate the \textit{unconstrained} solution (6.4.32). A more principled approach is the following:

\[ \hat{w} = \arg \min_{w \in \mathbb{R}^{n_d}, \ w \succeq 0} \Psi(w), \quad \Psi(w) = \frac{1}{2} w' \tilde{J} w - w' \text{real}\{u\} + \beta \frac{1}{2} \| w \|^2, \] (6.4.36)

where the regularizer \( \beta \| w \|^2 \) is desirable when \( \tilde{J} \) is poorly conditioned. This regularizer is motivated by the noise considerations in §6.4.2.1. Finding a good iterative algorithm to minimize this cost function subject to the nonnegativity constraint, for example, by using the optimization methods described in Chapter 14, is an interesting open problem.

A natural approach is \textit{FISTA} because of the nonnegativity constraint. Given the availability of approximate solutions, it should be possible to find a good preconditioner.

The criterion (6.4.29) was developed only for the PSF located at the center. An interesting open problem is to formulate criteria that involve all possible PSF locations, \textit{e.g.}, using a min-max approach or averaging to combine.

The most common choice for the reconstructor \( Z \) is the gridding method of §6.4.3.5; finding iterative methods for computing \( \hat{w} \) in that context specifically is an interesting open problem.

Yet another approach is to minimize the maximum PSF sidelobe level while constraining mainlobe width, using linear matrix inequality constraints. [133]. Comparing this approach to the many alternatives described here is an open problem.
6.4.2.5 Optimality criteria: frequency domain

Since the measurements are recorded in the frequency domain, it seems desirable for the spectrum of the estimate \( \hat{f} \) to approximate closely the frequency samples, at least in the absence of noise. In other words, we would like

\[
A \hat{f} = AZ D(w) y \approx y,
\]

or equivalently

\[
MD(w) y = M \text{ diag} \{y_i\} w \approx y,
\]

where we define \( M = AZ \). This criterion is a kind of “self consistency.”

The desired equality (6.4.37) suggests the following data-dependent (and hence impractical) optimality criterion:

\[
\min_w \|y - M \text{ diag} \{y_i\} w\|_{W^{1/2}}.
\]

If \( M \) is invertible, which certainly is the case for distinct frequencies with \( Z = A^* \), then the “optimal” data-dependent density compensation vector \( w \) is

\[
w = \text{ diag} \{1/y_i\} M^{-1} y,
\]

assuming each \( y_i \neq 0 \). If \( y_i = 0 \) for any \( i \), then there will be multiple optimal \( w \), and we could replace \( \text{ diag} \{1/y_i\} \) with a pseudo-inverse. Alternatively, we could introduce regularization as in (6.4.36), leading to the (unconstrained) solution

\[
\hat{w} = \left[ \text{ diag} \{y_i\}^t M'W M \text{ diag} \{y_i\} + \beta I \right]^{-1} \text{ diag} \{y_i\}^t \ M' W y.
\]

Recomputing \( w \) for each \( y \) using (6.4.38) would be inconvenient in practice. Is there a particular \( y \) that would be useful for design? A reasonable choice would be \( y = 1 \). This choice is equivalent to requiring spectrum of \( \hat{f} \) be consistent with the data in the case of constant measurements. This requirement seems very reasonable. Such a density compensation vector \( w \) must satisfy the equality (6.4.32) discussed previously from a PSF perspective. So that equality and the corresponding criterion (6.4.35) have an additional justification.

If we restrict attention to nonnegative density compensation vectors, then in general the desired equality (6.4.37) will not hold exactly for any \( w \geq 0 \). Furthermore, this consistency criterion may be unreasonably restrictive for noisy measurements, and may even be undesirable, particularly in densely sampled regions of frequency space.

If we wanted to find a single coefficient vector \( w \) that provides consistency for any set of measurements \( y \), then we must have

\[
MD(w) = I.
\]

In general, no such vector \( w \) exists, so we can only have approximate consistency, no matter how fancy an iterative algorithm is used to find \( w \). Again a min-max optimality criterion is a natural extension of (6.4.38):

\[
\min_w \max_{\|y\| \leq 1} \|y - M \text{ diag} \{y_i\} w\| = \min_w \max_{\|y\| \leq 1} \|y - MD(w) y\| = \min_w \|I - MD(w)\|_2.
\]

This norm criterion appears inconvenient for routine computation.

An object-based alternative to the min-max criterion (6.4.40) is the following:

\[
\min_w \max_{\|y\| \leq 1} \|A\hat{f} - AZ D(w) A\hat{f}\|_{W^{1/2}}.
\]

This optimization problem appears to be even more complicated.

6.4.2.5.1 Weighted Frobenius norm in data domain

An alternative to (6.4.40) is the following weighted Frobenius norm motivated by (6.4.39), with regularization:

\[
\Psi(w) = \|W_2^{1/2}(I - MD(w))W_2^{1/2}\|_F^2 + \beta \|w\|^2.
\]

Generalizing Problem 6.3, the minimizer satisfies

\[
[H + \beta I]w = v,
\]

\[
H_{ii} = [M' W_1 M]_{ii} W_2_{ii},
\]

\[
v_i = [M' W_1 W_2]_{ii}.
\]
In particular, if \( W_2 \) is a diagonal matrix, then
\[
\hat{w}_i = \frac{[M'W_1]_{ii} [W_2]_{ii}}{[M'W_1 M]_{ii} [W_2]_{ii} + \beta}.
\] (6.4.43)

This solution generalizes the Frobenius approach given in [124, eqn. (34)]. In general, neither this explicit solution nor iterative methods for the minimization appear to be practical for large \( n_d \).

Now consider the specific case where \( \mathbf{Z} = \mathbf{K} \mathbf{A}^* \) and \( W_2 = I \). Then \( M = \tilde{K} \) and the solution simplifies to
\[
\hat{w}_i = \frac{[\tilde{K} W_1]_{ii}}{[\tilde{K} W_1 \tilde{K}]_{ii} + \beta}.
\] (6.4.44)

Choices for \( W_1 \) like \( \tilde{K}^{-2} \), \( \tilde{K}^{-1} \), and \( \tilde{K}^{-1}11'\tilde{K}^{-1} \), lead to the solutions presented in §6.4.2.3.4.

If we choose \( W_1 = I \) and \( K = D \left( |c(\vec{x})|^2 \right) \), then \( \tilde{K}_{ii} = (C * C)(\tilde{v}_i - \tilde{v}_i) \). Thus the solution becomes
\[
\hat{w}_i = \frac{\int |C(\vec{v})|^2 \ d\vec{v}}{\sum_i |(C * C)(\vec{v}_i - \vec{v}_i)|^2 + \beta} \approx \frac{\int |C(\vec{v})|^2 \ d\vec{v}}{\sum_i |C(\vec{v}_i - \vec{v}_i)|^2 + \beta}.
\]

These solutions appear to be quite practical. Whether they work well is an open problem. A similar method akin to the choice \( c(\vec{x}) = s(\vec{x}) \) was examined in [134]. In particular, in that case we have
\[
\hat{w}_i = \frac{S(\vec{u})}{\sum_{i=1}^{n_d} |S(\vec{v}_i - \vec{v}_i)|^2 + \beta}.
\]

Despite the infinite support of \( S(\vec{v}) \), one can evaluate the denominator summation efficiently using NUFFT operations [134], because
\[
\sum_{i=1}^{n_d} |S(\vec{v}_i - \vec{v}_i)|^2 = \int (s * s)(\vec{x}) \left[ \sum_{i=1}^{n_d} e^{i 2\pi \vec{v}_i \cdot \vec{x}} \right] e^{-i 2\pi \vec{v}_i \cdot \vec{x}} \ d\vec{x}.
\]

The inner bracketed expression is the adjoint of a NUFFT, and the outer integral, when discretized, is a NUFFT [50].

### 6.4.2.6 Density compensation summary

There are many possible methods for choosing \( w \) for use with the non-iterative conjugate-phase reconstruction method (6.4.3). There are a few simple choices that can be computed easily, and there are many possible “optimal” choices.

We have described all of the methods in terms of the operator \( \mathbf{A} \) and in terms of a fixed reconstruction operator \( \mathbf{Z} \). An interesting extension is to consider joint optimization of \( \mathbf{Z} \) and \( w \), such as simultaneously optimizing the gridding kernel(s) and \( w \) [125].

Another intriguing extension would be to allow space varying sampling density compensation, i.e., to replace (6.4.2) with the following estimator
\[
\hat{f}(\vec{x}) = \sum_{i=1}^{n_d} w_i(\vec{x}) y_i e^{i 2\pi \vec{v}_i \cdot \vec{x}},
\]
where now one must design the density compensation functions \( \{w_i(\vec{x})\} \). Noll et al. [115] have proposed such a method in the context of MR imaging using spiral sampling patterns in the presence of magnetic field inhomogeneity. The extension to other sampling patterns is an interesting open problem; see [135, 136].

Another possibility would be to allow \( D \) to have a banded structure instead of being restricted to diagonal [124, 125]. Density compensation methods for under-sampled cases have also been investigated [137].

All of these possible extensions add further complications, and at some point one might as well abandon the conjugate-phase reconstruction method (6.4.3), and instead use iterative methods, such as the QPWLS approach described in §6.3.2, that conveniently do not require any density compensation!

For additional methods, see [138] [139] [140].
6.4.3 Frequency-domain interpolation methods (s,four,freq)

The methods described above all attempt to estimate directly the object \( f \) from the data \( y \). An alternative approach is to first use the measurements \( y \) to find an estimate \( \hat{F}(\vec{\nu}) \) of the spectrum of \( f \), and then estimate \( f \) by an inverse Fourier transform:

\[
\hat{f}(\vec{x}) = \int \hat{F}(\vec{\nu}) e^{2\pi \vec{x} \cdot \vec{\nu}} d\vec{\nu}.
\]

In practice, usually this integral is approximated by a finite sum. In particular, discretizing the integral using uniform spacing corresponds to an inverse FFT.

Many methods for estimating \( F(\vec{\nu}) \) from \( y \) assume the data is noiseless, i.e., \( y_i = F(\vec{\nu}_i) \). Since \( f \) is assumed to be space limited to a bounded domain \( D \), estimating \( F(\vec{\nu}) \) from a noiseless \( y \) is equivalent to the classical problem of interpolating band-limited signals from nonuniformly spaced samples, for which there is extensive literature e.g., [59, 61, 109, 124, 126, 141–156].

The assumption that \( f \) is space limited is very realistic physically in many imaging applications. In contrast, the conventional assumption that signal samples are taken from a band-limited signal is often a mathematical convenience rather than an absolute physical constraint. Indeed, some interpolation methods include procedures for estimating \( \hat{F}(\vec{\nu}) \) to find an estimate \( \hat{f}(\vec{x}) \) for some functions \( \{\hat{F}(\vec{\nu})\} \). Usually the estimate \( \hat{F}(\vec{\nu}) \) is a linear function of \( y \), i.e., it has the form

\[
\hat{F}(\vec{\nu}) = \sum_{i=1}^{n_d} R_i(\vec{\nu}) y_i
\]

for some functions \( \{R_i(\vec{\nu})\} \). In that case the corresponding image-domain estimate is “simply”

\[
\hat{f}(\vec{x}) = \sum_{i=1}^{n_d} r_i(\vec{x}) y_i,
\]

where \( r_i(\vec{x}) \) is the inverse FT of \( R_i(\vec{\nu}) \). Various linear methods differ “only” in the choice of \( \{R_i(\vec{\nu})\} \).

6.4.3.1 Block spectral interpolation methods (s,four,freq,block)

In the general linear expression (6.4.45) above, for any frequency \( \vec{\nu} \) the estimate \( \hat{F}(\vec{\nu}) \) could depend on all data values \( \{y_i\} \). Such an approach would be practical only for problems with very few measurements (small \( n_d \)). For large problems like those in imaging, usually we estimate \( \hat{F}(\vec{\nu}) \) for any given frequency \( \vec{\nu} \) using only the frequency samples \( \vec{\nu}_i \) in the local neighborhood of \( \vec{\nu} \), i.e., we replace (6.4.45) with a sum of the form

\[
\hat{F}(\vec{\nu}) = \sum_{i \in \mathcal{D}} R_i(\vec{\nu}) y_i,
\]

where \( \mathcal{D} \) is a subset of \( \{1, \ldots, n_d\} \), such as the \( K \) neighbors in \( \{\vec{\nu}_i\} \) that are closest to \( \vec{\nu} \), or perhaps the following

\[
\mathcal{D} = \{ i \in \{1, \ldots, n_d\} : ||\vec{\nu} - \vec{\nu}_i|| \leq \nu_{\text{radius}} \}.
\]

Such methods have been called block interpolation methods and proposals for their use date back at least to [157] in band-limited signal interpolation and to [4] in imaging.

For notational simplicity, we describe many of the interpolation methods in subsequent subsections using the general linear form (6.4.45). But the reader should remember that all such methods can be applied using local block interpolation (6.4.46) and indeed would need to be for practical use.

6.4.3.2 The “block uniform resampling” (BURS) method

In the context of MRI, Rosenfeld [123] proposed a block interpolation method that he called the “block uniform resampling” (BURS) method.

For simplicity, consider the 1D case with support \( D = [-\text{FOV}/2, \text{FOV}/2] \). It then follows from the sampling theorem that

\[
F(\nu) = \sum_{k=-\infty}^{\infty} \text{sinc}(\nu \text{FOV} - k) F(k\text{FOV}).
\]
Since $f$ is space limited, its spectrum $F(\nu)$ must have infinite support, so the above summation must be infinite for exact equality. Nevertheless, if $f$ is approximately band limited, then one could form an approximation using a finite sum in the above expression. This leads to the following relationship:

$$v = Su,$$

where we are given $v_i = F(\nu_i), \ i = 1, \ldots, n_d$, and $S_j = \text{sinc}(\nu_j \text{FOV} - j)$, and we want to find the following uniformly spaced samples $\{u_j = F(\kappa_j)\}$, where $\kappa_j = (j - (n_p + 1)/2)/\text{FOV}, \ j = 1, \ldots, n_p$. Rosenfeld [123] proposed using the SVD to compute the pseudo inverses of blocks of the rows of $S$, i.e.,

$$\hat{u}_j = e^T_j S^T_j v_j,$$

where $v_j$ denotes a subset of $v$ corresponding to nonuniform frequency samples near the $j$th uniform sample location, and $S_j$ denotes a submatrix of $S$ with the corresponding rows. (And possibly a subset of the columns too.) This is called the block uniform resampling (BURS) method. (Similar methods had been proposed previously for image restoration problems, e.g., [158].) Applying rows of the blocks to the data $y$ yields estimates of $F(\vec{\nu})$ on a Cartesian grid, and then an inverse FFT is performed to estimate $f$. This approach was found to be sensitive to noise, so he also proposed regularization methods [159]. Only a limited family of regularization methods is applicable to BURS, whereas iterative methods as described in §6.2.9 can accommodate the entire spectrum of regularization methods and have other advantages as well.

An alternative to the SVD approach is to use the CG algorithm to solve the system of equations $S'_j S_j u_j = S'_j v_j$ [160]. Another related method is [161].

Another method is [162, 163]. This method can be written as

$$\hat{f} = ZPy$$

where here $P$ is a $n_d \times n_d$ sparse matrix instead of a diagonal matrix as used in the conjugate phase reconstruction approach (6.4.3). To contain computation, the matrix $P$ is allowed to have a finite number (say $L \ll n_d$) of non-zero elements per row so that the matrix vector multiplication $Py$ is $O(n_d L)$. The nonzero elements are selected via an orthogonal matching pursuit (OMP) approach [163]. This method is most useful when the same non-Cartesian sampling pattern will be used for numerous reconstructed images, such as in fMRI or dynamic studies.

### 6.4.3.3 Min-max spectral interpolation (s,four,freq,minmax)

In the context of band-limited signal interpolation, Yen showed in 1956 that the estimate $\hat{F}(\vec{\nu})$ that has minimum energy $\|F(\cdot)\|$ and corresponds to a signal with support $D$ has the form (6.4.45) with

$$R_{\text{ex}}(\vec{\nu}) = \sum_{l=1}^{n_d} S(\vec{\nu} - \vec{\nu}_l)[K^{-1}]_{dl},$$

so that

$$\hat{F}(\vec{\nu}) = \sum_{i=1}^{n_d} S(\vec{\nu} - \vec{\nu}_i) [K^{-1}y]_i,$$

where $S(\vec{\nu})$ was defined in (6.1.7), and $K$ is the Fourier crosstalk matrix in (6.1.16) for $W = I$. This solution is impractical for large $n_d$, both due to the large support of $S(\vec{\nu})$ and due to the large size of $K$ (and $K$ is often ill-conditioned), so block methods are essential for its use in practice. For a non-block method, applying an inverse Fourier transform to (6.4.48) yields the MNLS estimator (6.3.4).

This result has been derived from various perspectives [164–167]. Generalizations include consideration of bandpass support [168], multiple dimensions [169], using blocks of neighboring samples [126, 157], multiple dimensions [144, 167], stochastic formulations [152], and using weighting functions other than $W = I$ [126, 170]. Wingham [149] proposed an SVD approach for regularizing the inverse in (6.4.48). Miller regularization [171], where $\varepsilon I$ is added to the diagonal of $K$, has also been proposed [149, 170].

It was also found that (6.4.47) is optimal from the following min-max perspective [172]. Defining $F_D$ as in (6.4.17), one can show [124] that (6.4.47) is the frequency-domain interpolator that minimizes the worst-case error over $F_D \cap N_2 \hat{K}$. This result is invariant to the norm used [148].

Choi and Munson [124] proposed to replace $K^{-1}$ in (6.4.47) with a diagonal matrix $D(w)$ where $w$ minimizes $\|K D(w) - I\|_{\text{Frob}}$. For such a diagonal matrix, the resulting estimator is simply a form of the conjugate phase method, and this criterion for choosing $w$ is a special case of (6.4.41). An interesting open problem would be to find the min-max optimal choice of $w$ with $S(\cdot)$ in (6.4.47) replaced by a finite-support convolution kernel. Judging from the form of the interpolation error in [124], finding the min-max choice may be challenging.
6.4.3.4 Iterative spectrum estimation

Particularly in the context of band-limited signal interpolation, there have been several proposals for iterative methods for estimating \( F(\vec{\nu}) \) from \( y \). Since our ultimate goal is to recover \( f \), probably it is more logical to apply iterative methods to estimate \( f \) directly, rather than to first iteratively estimate \( F(\vec{\nu}) \) and then compute \( f \) by an inverse Fourier transform. That is, unless iterative estimation of \( F(\vec{\nu}) \) is less expensive than estimating \( f \). In the interest of completeness we review some of the proposed iterative methods next.

Several authors [173–175] have discussed an iteration for band-limited signal interpolation that is equivalent to the following algorithm for estimating \( F(\vec{\nu}) \):

\[
F^{(n+1)}(\vec{\nu}) = F^{(n)}(\vec{\nu}) + \alpha \sum_{i=1}^{n_d} S(\vec{\nu} - \vec{\nu}_i) \left[ y_i - F^{(n)}(\vec{\nu}_i) \right],
\]

where \( S(\vec{\nu}) \) was defined in (6.1.7). This iteration, known as the frame algorithm, is a contraction for certain values of \( \alpha \), under strong assumptions about the sample locations \( \{\vec{\nu}_i\} \) [173–175]. Taking the inverse Fourier transform and simplifying yields the following equivalent iteration

\[
f^{(n+1)} = f^{(n)} + \alpha \mathcal{A}^*(y - \mathcal{A} f^{(n)}).\]

In this form, it is clear that the iteration is trying to minimize the least-squares cost function \( \|y - \mathcal{A} f\| \). However, when \( n_d \) is finite, there are a multitude of minimizers of that cost function, so this iteration is inappropriate in that case. For steepest descent and conjugate gradient improvements, see [41, 176].

Other POCS-like iterations have also been proposed, e.g., [145]. In the context of the problem considered here, these methods alternate between enforcing “data consistency,” i.e., \( y_i = F(\vec{\nu}_i) \), in the frequency domain, and the space-limited assumption \( f(\vec{x}) = s(\vec{x}) f(\vec{x}) \) in the space domain. Specifically, the orthogonal projection onto the convex set of data constraints

\[
C_i = \{F : F(\vec{\nu}_i) = y_i, \ F = F * S\}
\]

is given by

\[
\mathcal{P}_{C_i} F = F * S + S(-\vec{\nu}_i) \left[ y_i - (F * S)(\vec{\nu}_i) \right].
\]

This closed-form expression leads to a POCS algorithm as described in §11.18, although convergence is slow [167].

Aldroubi and Feichtinger [151] propose an iteration for a family of problems that includes our space-limited situation as a special case. In our notation, their iteration has the following form:

\[
F^{(n+1)}(\vec{\nu}) = F^{(n)}(\vec{\nu}) + \sum_{i=1}^{n_d} S_i(\vec{\nu}) \left[ y_i - F^{(n)}(\vec{\nu}_i) \right]
\]

\[
F^{(0)}(\vec{\nu}) \triangleq \sum_{i=1}^{n_d} y_i S_i(\vec{\nu})
\]

\[
S_i(\vec{\nu}) \triangleq \sum_k \int_{\mathcal{V}_i} S(\vec{\nu} - k/\Delta) d\vec{\nu} S(\vec{\nu} - k/\Delta)
\]

\[
\mathcal{V}_i = \{\vec{\nu} : \|\vec{\nu} - \vec{\nu}_i\| < \|\vec{\nu} - \vec{\nu}_j\|, \ \forall j \neq i\},
\]

where \( \Delta \) is the “radius” of \( D \), i.e., \( \Delta = 2 \max_{\vec{x} \in D} \|\vec{x}\|_\infty \). The set \( \mathcal{V}_i \) is the Voronoi cell associated with the \( i \)th sample \( \vec{\nu}_i \). This iteration works by first forming a simple interpolant, and then projecting that interpolant onto the space of spaced-limited functions, and then iterating on the residual error. It is described as a “fast reconstruction procedure” in [151].

Another approach is deconvolution-interpolation gridding (DING) in which one first iteratively estimates the (smoothed) spectrum of an apodized version of the object, then inverse Fourier transforms and finally de-apodizes [177]. See also [178].

6.4.3.5 Gridding methods

Examining the conjugate-phase estimator (6.4.2) in the frequency domain suggests the following frequency-domain estimator:

\[
\hat{F}(\vec{\nu}) = \sum_{i=1}^{n_d} w_i y_i S(\vec{\nu} - \vec{\nu}_i).
\]

(6.4.51)
This estimator satisfies the convolution property (6.1.6), because \( S \ast S = S \) since \( s(\bar{x}) \) is an indicator function.

The frequency domain estimate (6.4.51) is the foundation of the gridding method for reconstruction from Fourier samples. However, since \( S(\tilde{\nu}) \) is a sinc or sinc-like function that decays slowly, a direct implementation of (6.4.51) would be computationally expensive. In practice, one replaces \( S(\tilde{\nu}) \) with a “convolution kernel” \( C(\tilde{\nu}) \) having finite support, suggesting the following estimator initially:

\[
\hat{F}_C(\tilde{\nu}) = \sum_{i=1}^{n_d} w_i y_i C(\tilde{\nu} - \tilde{\nu}_i).
\]  

(6.4.52)

Taking the inverse FT, the corresponding estimate in the space domain would be

\[
\hat{f}_C(\bar{x}) = \sum_{i=1}^{n_d} w_i y_i e^{i2\pi \tilde{\nu}_i \bar{x}} C(\bar{x}), \quad c(\bar{x}) \leftrightarrow C(\tilde{\nu}) .
\]  

(6.4.53)

Because \( C(\tilde{\nu}) \) has finite support, its inverse Fourier transform \( c(\bar{x}) \) cannot be flat (like \( s(\bar{x}) \)), so one should apply a post-correction for the shape of \( c(\bar{x}) \) as follows:

\[
\hat{f}(\bar{x}) = \frac{s(\bar{x})}{c(\bar{x})} \hat{f}_C(\bar{x}) = \frac{s(\bar{x})}{c(\bar{x})} \mathcal{F}^{-1} \left\{ \sum_{i=1}^{n_d} w_i y_i C(\tilde{\nu} - \tilde{\nu}_i) \right\} (\bar{x}),
\]  

(6.4.54)

where \( \mathcal{F}^{-1} \) denotes an inverse \( \hat{d} \)-dimensional Fourier transform. Using the shift-property of the Fourier transform, one can show that this idealized expression simplifies back to the conjugate phase method (6.4.2). However, in practice, rather than using (6.4.54) literally, one implements the transform by sampling \( \hat{F}_C(\tilde{\nu}) \) on a Cartesian grid and applying an inverse fast Fourier transform (FFT). One can save computation in the sampling step by using precomputed look-up tables [96, 179]. Specifically, letting \( \{\tilde{\nu}_k\} \) denote the Cartesian frequency sample locations, then one evaluates

\[
F_k = \hat{F}_C(\tilde{\nu}_k) = \sum_{i=1}^{n_d} w_i y_i C(\tilde{\nu}_k - \tilde{\nu}_i)
\]  

(6.4.55)

for \( k = 0, \ldots, K - 1 \). Then one computes the image estimate at spatial sample locations \( \{\bar{x}_n\} \) using an inverse DFT followed by post-correction:

\[
\hat{f}(\bar{x}_n) = \frac{s(\bar{x}_n)}{c(\bar{x}_n)} \prod_k (\Delta \nu) F_k e^{i2\pi \Delta \nu} \sum_{k} F_k e^{i2\pi \Delta \nu} \nu_k.
\]  

(6.4.56)

This inverse DFT is amenable to an inverse FFT provided one chooses the sample locations such that \( \bar{x}_n \cdot \tilde{\nu}_k = \bar{n} \cdot \tilde{k} / K \).

For analytical insight, consider the continuous-space estimate corresponding to (6.4.56), in the 1D case and for an infinite number of Cartesian frequency samples:

\[
\hat{f}(x) = \frac{s(x)}{c(x)} \sum_{k=1}^{\infty} F_k e^{i2\pi k \Delta \nu} = \frac{s(x)}{c(x)} \sum_{i=1}^{n_d} w_i y_i e^{i2\pi \nu_i x} \sum_{k=1}^{\infty} C(k \Delta \nu - \nu_i) e^{i2\pi x (k \Delta \nu - \nu_i)}
\]  

\[
= \frac{s(x)}{c(x)} \sum_{i=1}^{n_d} w_i y_i e^{i2\pi \nu_i x} e^{-i2\pi \nu_i (1 / \Delta \nu) c(x - 1 / \Delta \nu)}.
\]  

(6.4.57)

In words: sampling in the Fourier domain causes replication of \( c(x) \) in the spatial domain.

One would like to choose a kernel \( C(\tilde{\nu}) \) that closely approximates \( S(\tilde{\nu}) \) yet has finite support, and for which \( c(\bar{x}) \) closely approximates \( s(\bar{x}) \), i.e., is nearly flat over \( \mathcal{D} \) and otherwise zero. These are conflicting goals. In practice, Kaiser-Bessel functions have been found to be a useful compromise [16]. The importance of the choice of this kernel depends on the Cartesian sampling used. If one uses substantial oversampling, then one may be able to use simple nearest-neighbor interpolation (i.e., a rectangular kernel) at the price of more expensive FFT computations [180, 181]. This may be a reasonable trade-off in some cases since optimized hardware may be more readily available for computing 2D FFTs than for the type of convolution required in (6.4.52). Conversely, if minimal oversampling is used, then more care is needed in choosing the interpolator. In particular, Beatty et al. [179] recommend using a Kaiser-Bessel interpolator, cf. (6.6.18), with order \( m = 0 \) and shape parameter

\[
\alpha = \pi J^2 \left( \frac{K}{N} \right)^2 \left( \frac{K}{N} - 1 \right)^2 - 0.8,
\]  

(6.4.58)

where \( K/N \in [1.25, 2] \) denotes the FFT over-sampling factor and \( J \) denotes the width of the support of \( C(\nu) \) relative to \( \Delta \nu \). This choice (approximately) minimizes the aliasing amplitude [179, eqn. (5)].
6.4.3.6 Practical gridding implementation

In practice, one implements the frequency-domain gridding formula (6.4.52) using a finite set of Cartesian frequency sample locations as described in (6.4.55). There are several ways one can implement this type of operation, illustrated in Fig. 6.4.2. To describe these methods mathematically, let $C \subset \mathbb{R}^{n_d}$ denote the support of $C(\vec{\nu})$.

- **Pulling from a neighborhood** (aka “output driven”)
  Because $C(\vec{\nu})$ has finite support $C$, the summation in (6.4.52) only involves a few nonzero terms. In particular, defining
  \[
  \mathcal{I}_k \triangleq \{ i : \vec{\nu}_k - \vec{\nu}_i \in C \},
  \]
  one can implement gridding by looping over each desired Cartesian location $\vec{\nu}_k$ and “pulling” values from the neighbors in $\mathcal{I}_k$ as follows:
  \[
  F_k = \sum_{i \in \mathcal{I}_k} w_i y_i C(\vec{\nu}_k - \vec{\nu}_i).
  \]
  A disadvantage of this approach is that it requires determination of the set $\mathcal{I}_k$ which is inconvenient when the $\vec{\nu}_i$ values are arbitrary. See [182] for a GPU version and [140] for a helpful compartmentalization scheme; however, a k-d tree is likely to be more efficient than the partition in [140].

- **Pushing to a neighborhood** (aka “input driven”)
  An alternative approach is to move $i$ to the outer loop and $k$ to the inner loop. For each frequency sample location $\vec{\nu}_i$, we “push” the (weighted) value $y_i$ to the appropriate Cartesian neighbors, defined by the set
  \[
  \mathcal{K}_i \triangleq \{ k : \vec{\nu}_k - \vec{\nu}_i \in C \}.
  \]
  One can implement this approach as follows.
  Initialize $F_k = 0$, $k = 1, \ldots, K$.
  For $i = 1, \ldots, n_d$:
  For $k \in \mathcal{K}_i$:
  \[
  F_k += w_i y_i C(\vec{\nu}_k - \vec{\nu}_i).
  \] (6.4.59)
  Mathematically, both pulling from and pushing to a neighborhood yield the same result, but pushing is easier to implement because the set $\mathcal{K}_i$ is simple to form due to the regular spacing of the Cartesian sample locations $\{\vec{\nu}_i\}$.

- **Pulling from $L$ nearest neighbors**
  Yet another option is to pull from the $L$ nearest neighbors of each Cartesian point, defined by
  \[
  \mathcal{N}_k \triangleq \{ i_1, \ldots, i_L : \vec{\nu}_{i_l} \text{ are closer to } \vec{\nu}_k \text{ than the others} \}.
  \]
  The implementation would be
  \[
  F_k = \frac{\sum_{i \in \mathcal{N}_k} w_i y_i C(\vec{\nu}_k - \vec{\nu}_i)}{\sum_{i \in \mathcal{N}_k} w_i C(\vec{\nu}_k - \vec{\nu}_i)}.
  \]
  In this case, the interpolation operation is *not* equivalent to a convolution, so the post-correction in (6.4.56) is inapplicable, so one should normalize the interpolator in the frequency domain as shown above.

Assessing the relative merits of these approaches is apparently an open problem. Historically the pushing approach (6.4.59) seemed the most convenient for practical implementation [111], but parallel computing (e.g., GPU) can favor pulling [182].

6.5 Summary

This chapter has surveyed a variety of methods for image reconstruction from Fourier-domain samples. The gridding method (§6.4.3.5) is among the fastest methods, and is thus used frequently for well-sampled data. However, gridding requires density compensation factors, and there are many proposed approaches for choosing those factors. Iterative methods do not require density compensation factors. Of such methods, the preconditioned conjugate gradient (PCG) iteration (§6.2.9) using FFTs to perform Toeplitz matrix multiplication (§6.2.10) is particularly efficient for quadratic regularization.
Figure 6.4.2: Practical implementation of methods for gridding from non-Cartesian frequency samples (blue circles) to a Cartesian grid (red squares).
Although resolution noise trade-offs have been analyzed for density-weighted conjugate-phase reconstructions in MR [183], such analyses are an open problem for more general reconstruction approaches such as the regularized methods described here.

Many of the methods discussed here for finding density compensation factors appear impractical as proposed initially, but some may become feasible if combined with the “block” approaches of §6.4.3.1. See [124] as an example.

Although the methods discussed herein are applicable to arbitrary sampling patterns, the quality of the results will of course depend greatly on the sampling pattern. See [184] for discussion of stability of recovery in terms of the sampling pattern.
6.6 Appendix: NUFFT calculations (s,four,nufft)

For equally spaced basis functions, the matrix-vector multiplication $Ax$ needed in (6.2.16) is

$$[Ax]_i = \sum_{j=1}^{n_p} a_{ij} x_j = B(\vec{\nu}_i) \sum_{j=1}^{n_p} x_j e^{-2\pi i \vec{\nu}_i \cdot \vec{\nu}_j},$$

using (6.2.12). This operation involves a type of non-uniform FFT (NUFFT) calculation [50]. This section reviews the 1D NUFFT; the extension to higher dimensions is fairly easy.

MIRT NUFFT software is available.

Consider the problem of computing the discrete-time Fourier transform (DTFT) of a discrete-time signal $x[n], n = 0, \ldots, N - 1,$ at (unequally spaced) frequency samples $\omega_m, m = 1, \ldots, M,$ as follows:

$$X(\omega_m) = \sum_{n=0}^{N-1} x[n] e^{-i\omega_m n}. \quad (6.6.1)$$

Directly evaluating (6.6.1) would require $MN$ operations, or $O(N^2)$ in the usual case where $M \approx N$. NUFFT methods require roughly $O(N \log N)$ operations and work as follows.

- Multiply $x[n]$ by some nonzero scaling factors $s[n]$.
- Compute an over-sampled DFT of the scaled signal.
- Interpolate the DFT values onto the desired frequency locations.

Mathematically, the over-sampled ($K$-point) DFT is given by

$$Y[k] \triangleq \sum_{n=0}^{N-1} s[n] x[n] e^{-i\gamma kn}, \quad k = 0, \ldots, K - 1, \quad \gamma \triangleq 2\pi/K. \quad (6.6.2)$$

where $K \geq N$ and $\gamma \triangleq 2\pi/K$. Typically one uses $N < K \leq 2N$ [179]. Now the goal is to compute $X(\omega_m)$ (usually approximately) from the DFT values $\{Y[k]\}$ via interpolation.

6.6.1 Basic ideal interpolator

It is instructive to first consider a simple ideal interpolator for calculating $X(\omega_m)$ from $\{Y[k]\}$. Inverting (6.6.2) and substituting into (6.6.1) and simplifying yields

$$X(\omega_m) = \sum_{n=0}^{N-1} \left( \frac{1}{s[n]} \right) \sum_{k=0}^{K-1} Y[k] e^{i\gamma kn} e^{-i\omega_m n} = \sum_{k=0}^{K-1} Y[k] \tilde{I}_c \left( \frac{\omega_m}{\gamma} - k \right), \quad (6.6.3)$$

where an ideal interpolator (for given scaling factors $s[n]$) is the following $K$-periodic complex-valued function:

$$\tilde{I}_c(\kappa) \triangleq \frac{1}{K} \sum_{n=0}^{N-1} s[n] e^{-i\gamma kn}, \quad \kappa \in \mathbb{R}. \quad (6.6.4)$$

Usually one chooses the scaling factors $s[n]$ to be symmetric in the following sense: $s[N - 1 - n] = s[n], n = 0, \ldots, N - 1,$ in which case the ideal interpolator simplifies (see Problem 6.26) to the product of a linear phase term and a real, symmetric kernel:

$$\tilde{I}_c(\kappa) = \frac{N}{K} e^{i\gamma k_0} I_r(\kappa), \quad I_r(\kappa) \triangleq \frac{1}{N} \sum_{n=0}^{N-1} s[n] e^{-i\gamma(n-n_0)} = \frac{1}{N} \sum_{n=0}^{N-1} s[n] \cos(\gamma\kappa(n-n_0)), \quad (6.6.5)$$

where $n_0 \triangleq (N-1)/2$ denotes the “midpoint” of the signal sample locations.

In particular, if $s[n] = 1,$ then the interpolator is $I_c(\kappa) = \delta_{N,K}(\kappa),$ where $\delta_{N,K}(\cdot)$ denotes the Dirichlet kernel:

$$\frac{1}{N} \sum_{n=0}^{N-1} e^{-i\gamma(n-n_0)} = \frac{\sin(\pi\kappa N/K)}{N \sin(\pi\kappa/K)} \triangleq \delta_{N,K}(\kappa). \quad (6.6.6)$$

This function is $2K$-periodic when $N$ is even and is $K$-periodic when $N$ is odd. See Fig. 6.6.1.

The function $\tilde{I}_c$ is $K$-periodic, whereas the functions $e^{-i\gamma(n-n_0)}$ and $I_r(\kappa)$ are $2K$-periodic in the usual case where $N$ is even. Because $Y[k]$ is $K$-periodic, it seems more natural to work with $K$-periodic interpolators. The next section addresses this issue.
6.6.2 Generalized ideal interpolator

In the usual case where \( K > N \), the fact that the sum in (6.6.2) involves only \( n = 0, \ldots, N - 1 \) means that there are many ideal interpolators! We generalize (6.6.3) as follows:

\[
X(\omega_m) = \sum_{n=0}^{K-1} \left( q[n] \frac{1}{K} \sum_{k=0}^{K-1} Y[k] e^{i\gamma kn} \right) e^{-i\omega_m n} = \sum_{k=0}^{K-1} Y[k] \tilde{I}_c \left( \frac{\omega_m}{\gamma} - k \right),
\]

(6.6.7)

where \( q[n] = \frac{1}{M}, \quad n = 0, \ldots, N - 1 \). For any given choice of \( q[n] \) factors there is a corresponding \( K \)-periodic ideal interpolation kernel defined similarly to (6.6.4) as follows:

\[
\tilde{I}_c(\kappa) \triangleq \frac{1}{K} \sum_{n=0}^{K-1} q[n] e^{-i\gamma kn}.
\]

(6.6.8)

We have considerable freedom in designing the \( q[n] \) factors, so it seems natural to make a choice that avoids the issues with \( 2K \)-periodicity for even \( N \) that arose above.

A natural approach is to choose some \( M \) satisfying \( N \leq M \leq K - 1 \) and select \( q[n] \) factors having the following symmetry property: \( q[n] = \begin{cases} \frac{1}{M}, & n = 0, \ldots, M - 1 \\ \text{arbitrary in } \mathbb{R}, & n = N, \ldots, K - 1 \end{cases} \). In such cases, the generalized ideal interpolator (6.6.8) simplifies to the product of a linear phase term and a real, symmetric kernel as follows (see Problem 6.26):

\[
\tilde{I}_c(\kappa) = \frac{1}{K} \sum_{n=0}^{K-1} M \sum_{n=0}^{M-1} q[n] e^{-i\gamma (n-\eta_M)} = \frac{1}{M} \sum_{n=0}^{M-1} q[n] \cos(\gamma \kappa (n - \eta_M)),
\]

(6.6.10)

where \( \eta_M \triangleq (M-1)/2 \). If we choose \( q[n] = 1, \quad n = 0, \ldots, M - 1 \), then

\[
\tilde{I}_c(\kappa) = \frac{\sin(\pi M K / M)}{M \sin(\pi K / K)} = \delta_{M,K}(\kappa).
\]

In particular, as long as we always choose \( M \) to be odd, which is always possible when \( N < K \), then both the phase factor \( e^{-i\gamma \kappa \eta_M} \) and the interpolator kernel \( \tilde{I}_c(\kappa) \) will be \( K \)-periodic. See Fig. 6.6.1.

Using the factorization in (6.6.10), we rewrite the interpolation expression (6.6.7) as

\[
X(\omega_m) = e^{-i\omega_m \eta_M} \tilde{X}(\omega_m)
\]

(6.6.11)

\[
\tilde{X}(\omega_m) \triangleq \sum_{k=0}^{K-1} \tilde{Y}[k] \frac{M}{K} \tilde{I}_c \left( \frac{\omega_m}{\gamma} - k \right)
\]

(6.6.12)

\[
\tilde{Y}[k] \triangleq e^{i\gamma \kappa M} \tilde{Y}[k].
\]

(6.6.13)

In this form we see that the ideal interpolator is essentially real; pre-multiplying \( \tilde{Y}[k] \) by \( e^{i\gamma \kappa M} \) and post-multiplying by \( e^{-i\omega_m \eta_M} \) simply account for the limits of the sums in (6.6.1) and (6.6.2); if both of those sums were shifted by \( \eta_M \) then the phase factors would disappear entirely. (This simplification was overlooked in [50].)

How might we use effectively the freedom in choosing the \( q[n] \) factors? Anticipating the practical interpolators in the next section, one option is to try to minimize the energy in the kernel outside some interval: \( \int_{J/2}^{K/2} \tilde{I}_c^2(\kappa) \, d\kappa \). For example, we could maximize \( \int_0^{J/2} \tilde{I}_c^2(\kappa) \, d\kappa / \int_0^{K/2} \tilde{I}_c^2(\kappa) \, d\kappa \). This problem is related to prolate spheroidal wave functions [185, 186] that seem inconvenient for practical use.

6.6.3 Practical interpolators

An ideal interpolator (6.6.13) or (6.6.7) would require \( KM \) operations, which is impractical. In practice, we replace the interpolator in the interpolation step (6.6.13) by an approximation:

\[
\tilde{X}(\omega_m) \approx \sum_{k=0}^{K-1} \tilde{Y}[k] \tilde{\psi} \left( \frac{\omega_m}{\gamma} - k \right),
\]

(6.6.14)
Figure 6.6.1: Comparison of ideal real interpolation kernels $\tilde{I}_r$ for $N = 8$, $K = 16$ and $M \in \{8, 13\}$.

where $\tilde{\psi}(\cdot)$ is the $K$-periodic extension of a finite-support interpolation kernel $\psi(\cdot)$, i.e.,

$$\tilde{\psi}(\kappa) \triangleq \sum_{l=-\infty}^{\infty} \psi(\kappa - lK).$$

If the kernel $\psi(\cdot)$ has support $[-J/2, J/2]$, then the summation (6.6.14) involves only $J$ terms, i.e.,

$$\sum_{k=0}^{K-1} \tilde{Y}[k] \psi \left( \frac{\omega_m}{\gamma} - k \right) = \sum_{j=1}^{J} \tilde{Y}[(k_0(\omega_m) + j) \mod K] \psi \left( \frac{\omega_m}{\gamma} - [k_0(\omega_m) + j] \right),$$

where

$$k_0(\omega) \triangleq \left\lfloor \frac{\omega}{\gamma} - \frac{J}{2} \right\rfloor,$$

where $\lfloor \cdot \rfloor$ denotes the integer floor function. This offset satisfies the following (integer) shift invariance property:

$$k_0(\omega + l\gamma) = l + k_0(\omega), \quad \forall l \in \mathbb{Z}.$$

The interpolation (6.6.15) uses only the $J$ nearest DFT neighbors, reducing the computation to $JM$ operations, where $J \ll K$.

A good choice for the kernel is the generalized Kaiser-Bessel function $[188, 189]$:

$$\psi(\kappa) = f_J^m(\kappa) \frac{I_m(\alpha f_J(\kappa))}{I_m(\alpha)};$$

where $I_m$ denotes the modified Bessel function of order $m$, and

$$f_J(\kappa) \triangleq \begin{cases} \sqrt{1 - \left(\frac{\kappa}{J/2}\right)^2}, & |\kappa| < J/2 \\
\text{otherwise.} \end{cases}$$

The shape of this function is related to the “shape parameter” $\alpha$. Good choices are $m = 0$ and $\alpha = 2.34J$ for $K/N = 2 [50]$. See also (6.4.58) from [179, eqn. (5)], and the formula recommended by Wajer et al. [190]. For the Kaiser-Bessel interpolator, the corresponding scaling factors are

$$s[n] = 1/\Psi((n - \eta_0)/K),$$

where [188]:

$$\Psi(x) = (1/2)^m \pi^{d/2} (J/2)^d \alpha^m \Lambda(z(x))/I_m(\alpha)^{\text{FT}} \psi(u),$$

where $d = 1$ (for 1D case), $\nu = d/2 + m$, $z(x) = \sqrt{(\pi Jx)^2 - \alpha^2}$, and $\Lambda(z) = (z/2)^{-\nu} J_\nu(z)$, where $J_\nu$ denotes the Bessel function of the first kind of order $\nu$. See [191] for an approach to optimize the scaling factors $s[n]$. See also [192] for two expressions.

\[\text{*Footnote 7*} \text{The following expressions were given in [50] and [187] respectively: } k_0(\omega) \triangleq \begin{cases} \arg\min_{k \in \mathbb{Z}} |\omega/\gamma - k| - \frac{J+1}{2}, & J \text{ odd} \\
\max\{k \in \mathbb{Z} : \omega/\gamma \geq k\} - \frac{J}{2}, & J \text{ even}, \end{cases} \quad \text{and } k_0(\omega) \triangleq \begin{cases} \lfloor \omega/\gamma \rfloor - \frac{J+1}{2}, & J \text{ odd} \\
\lfloor \omega/\gamma \rfloor - \frac{J}{2}, & J \text{ even}, \end{cases} \text{ where } \lfloor \cdot \rfloor \text{ denotes rounding to the nearest integer. Both of these simplify to } (6.6.16).\]
Combining the interpolation and the over-sampled DFT, we have
\[ X(\omega_m) \approx \sum_{k=0}^{N-1} x[n] \sum_{n=0}^{N-1} s[n] e^{-i\gamma n} \hat{\psi}(\omega_m - k) e^{-i\gamma kn}. \]

This requires \( O(K \log K) \) operations for the FFT step and \( JM \) operations for the interpolation step. Comparing this expression with the original DFT expression (6.6.1) reveals the following underlying approximation:
\[ e^{-i\omega(n-n_0)} \approx s[n] \sum_{k=0}^{K-1} \hat{\psi}(\omega_m - k) e^{-i\gamma k(n-n_0)}. \]

(6.6.21) To evaluate the gradient in (6.2.16), we also need the ability to perform the adjoint operation \( A' y \), where
\[ [A' y]_j = \sum_{i=1}^{n_d} a^*_i y_i = \sum_{i=1}^{n_d} B(\vec{\nu}_i) e^{i2\pi \vec{v}_i \cdot \vec{z}_j} y_i. \]

This is an “adjoint NUFFT” operation. In 1D, the equivalent expression in signal processing notation is
\[ \tilde{x}[n] = \sum_{m=1}^{M} X_m e^{i\omega_m n}. \]

Using the complex conjugate of the approximation (6.6.21), we have the following NUFFT adjoint operation:
\[ \tilde{x}[n] \approx \sum_{m=1}^{M} X_m e^{i\omega_m n} e^{-i\gamma kn}, \]

(6.6.22) where \( \tilde{X}_m \triangleq e^{i\omega_m n_0} X_m \). The bracketed expression is called gridding, and the outer summation is an inverse DFT (to within a scale factor).

The approximation (6.6.22) is implemented in nufft_adj.m and newfft.m.

The extension from 1D to 2D and higher is relatively straightforward [50]. For image reconstruction purposes, each \( \bar{\omega}_m \) is the product of \( 2\pi \bar{v}_i \) and the pixel size.

The Gnufft object encapsulates these operations so that one can type \( A \ast x \) and \( A' \ast y \) to invoke (6.6.14) and (6.6.22).

### 6.7 Appendix: NUFFT-based gridding (s,four,nufft,grid)

The section describes details about how to implement the conjugate phase method (6.4.2). For simplicity we describe a 1D version of the problem. One would like to evaluate summations of the form
\[ f[n] = \sum_{m=1}^{M} F_m e^{i\omega_m n}, \quad n = 0, \ldots, N - 1. \]

(6.7.1) This is the “type 1” NUFFT as defined for example in [54]. One can assume without loss of generality, that \( |\omega_m| \leq \pi \).

The central approximation that underlies all gridding methods is the following:
\[ e^{i\omega_m} \approx e_n(\omega) \triangleq s[n] \sum_{k=0}^{K-1} \tilde{\psi}_k(\omega / \gamma) e^{i\gamma kn}, \]

(6.7.2) for some \( K \geq N \), where \( \gamma \triangleq 2\pi / K \) and \( \{ \tilde{\psi}_k(\omega / \gamma) \}_{k=0}^{K-1} \) denotes interpolation coefficients associated with frequency \( \omega \). The (positive) \( s[n] \) values are called scaling factors [105]. The design problem is to choose the scaling factors \( s = (s[0], \ldots, s[N-1]) \) and the interpolator \( \tilde{\psi}_k \) to minimize the approximation error in (6.7.2).

\footnote{In MRI, a summation of the form \( \sum_{m=1}^{M} F_m e^{i\omega_m(n-N/2)} \) may be needed, but this is equivalent to (6.7.1) by modifying \( F_m \).}
If one imposed no constraints on \( \tilde{\psi}_k \), then (6.7.2) could be made to be exact by using the following ideal interpolator:

\[
\tilde{\psi}_k(\kappa) = \frac{1}{K} \sum_{n=0}^{N-1} \frac{1}{s[n]} e^{i\gamma kn} e^{-i\gamma kn} = \frac{N}{1} \frac{1}{N} \sum_{n=0}^{N-1} \frac{1}{s[n]} e^{i\gamma (\kappa - k)n} = \psi_0(\kappa - k), \tag{6.7.3}
\]

for \( k = 0, \ldots, K - 1 \), where

\[
\psi_0(\kappa) \equiv \frac{N}{K} e^{-i\gamma \kappa \eta_0} \delta_{N,K}(\kappa), \tag{6.7.4}
\]

where \( \eta_0 \equiv (N - 1)/2 \) and \( \delta_{N,K} \) denotes the following \( K \)-periodic Dirichlet kernel:

\[
\delta_{N,K}(\kappa) \equiv \frac{1}{N} \sum_{n=0}^{N-1} e^{i\gamma (n-n_0)} = \begin{cases} 
\sin(\pi \kappa N / K) / N \sin(\pi \kappa / K) & \kappa / K \notin \mathbb{Z} \\
1 & \kappa / K \in \mathbb{Z}.
\end{cases} \tag{6.7.5}
\]

Note that \( \delta_{N,K}(\kappa) \), which is the “core” of the interpolator is real; the only complex aspect of (6.7.4) is the linear phase term. Furthermore, the \( \kappa - k \) argument in (6.7.3) indicates an (integer) shift invariance. It is logical therefore to expect that other useful interpolators will have such integer shift invariance and will have the same form as (6.7.4), namely, the product of a linear phase term with a real interpolation kernel.

The ideal interpolator (6.7.4) would be computationally impractical, so in practice one allows \( \tilde{\psi}_k(\kappa) \) to have at most \( J \ll K \) nonzero values for each \( \omega \). In particular, for simplicity one uses the \( J \) neighbors that are nearest to \( \omega \) (in a modulo-\( 2\pi \) sense). Using the integer offset defined in , we replace (6.7.2) by the equivalent expression

\[
e^{i\omega n} \approx \hat{\epsilon}_n(\omega; u) = s[n] \sum_{j=1}^{J} u_j(\omega) e^{i\gamma (k_0(\omega) + j)n}, \tag{6.7.6}
\]

where \( u(\omega) = (u_1(\omega), \ldots, u_J(\omega)) \) denotes the vector of length \( J \) of interpolation coefficients associated with frequency \( \omega \).

In principle the interpolation coefficients could be shift variant, but we will show shortly that \( u \) satisfies a shift-invariance property equivalent to that of (6.7.3), contrary to the implication of [193, Fig. 1]. Having made the approximation (6.7.6) we can evaluate the NUFFT (approximately) as follows:

\[
f[n] \approx \hat{f}[n] \equiv \sum_{m=1}^{M} F_m \left[ s[n] \sum_{j=1}^{J} u_j(\omega_m) e^{i\gamma (k_0(\omega_m) + j)n} \right] = s[n] \sum_{j=1}^{J} \left[ \sum_{m=1}^{M} F_m u_j(\omega_m) e^{i\gamma (k_0(\omega_m) + j)n} \right] = s[n] \sum_{k=0}^{K-1} \sum_{m=1}^{M} F_m u_{k-k_0(\omega_m)}(\omega_m) I_{\{1 \leq k - k_0(\omega_m) \leq J\}} e^{i\gamma kn}.
\]

The inner summation is gridding from the nonuniform frequency space sample locations \( \{\omega_m\} \) onto the nearby Cartesian samples \( \{\gamma k\} \), and the outer summation is an inverse FFT.

The approximation (6.7.2) leads to the following bounds on the average weighted squared error:

\[
\frac{1}{N} \sum_{n=0}^{N-1} w[n] \left| f[n] - \hat{f}[n] \right|^2 \leq \frac{1}{N} \sum_{n=0}^{N-1} w[n] \left| \sum_{m=1}^{M} F_m (e^{i\omega_m n} - \hat{\epsilon}_n(\omega_m; u)) \right|^2 \\
\leq \frac{1}{N} \sum_{n=0}^{N-1} w[n] \sum_{m=1}^{M} |F_m|^2 \left| e^{i\omega_m n} - \hat{\epsilon}_n(\omega_m; u) \right|^2 \\
\leq \left( \sum_{m=1}^{M} |F_m|^2 \right) \max_{\omega} E^2(\omega; s; u),
\]

where

\[
E^2(\omega; s; u) \equiv \frac{1}{N} \sum_{n=0}^{N-1} w[n] \left| e^{i\omega n} - \hat{\epsilon}_n(\omega; u) \right|^2. \tag{6.7.7}
\]
This upper bound is tight because it would be achieved for a spectrum \( F_m \) that concentrates entirely on the worst-case frequency. In light of this tight bound, it is desirable to design the scaling factors \( s \) and the interpolation coefficients \( u(\omega) \) to minimize the worst-case error by the following min-max criterion (cf. [50, eqn. (10)]):

\[
\min_{s \in \mathbb{C}^N} \max_{\omega \in \mathbb{C}^J} \min_{u \in \mathbb{C}^J} E(\omega; s; u).
\]

In particular, for a given choice of \( s \), we design \( u(\omega) \) for each \( \omega \) as follows

\[
u(\omega) \triangleq \operatorname{arg \min}_{u \in \mathbb{C}^J} E(\omega; s; u).
\]

Having optimized \( u(\omega) \), the worst-case error is the following:

\[
E_{\max}(s) \triangleq \max_{\omega} E(\omega; s; u(\omega)).
\]

Finding \( u(\omega) \) by minimizing (6.7.7) is simply a weighted least-squares problem that is linear in \( u \). Solving that minimization directly leads to complex expressions, e.g., [193, eqn. (7)] that obscure the nature of the interpolator. Instead we rewrite the error as follows (cf. [50, eqn. (14)]):

\[
E^2(\omega; s; u) = \sum_{n=0}^{N-1} w[n] \left| e^{i\omega n} - s[n] \sum_{j=1}^J u_j(\omega) e^{i(\kappa_0(\omega) + j)n} \right|^2 = \| b - SC \Lambda(\omega) u(\omega) \|_{W^{1/2}}^2
\]

where

\[
W \triangleq \frac{1}{N} \operatorname{diag}\{w[n]\}
\]

\[
b_n(\omega) \triangleq e^{i((\omega - \gamma) k_0(\omega))(n - m_0)}
\]

\[
S \triangleq \operatorname{diag}\{s[n]\}
\]

\[
C_{nj} \triangleq e^{i\gamma_j(n - m_0)}
\]

\[
\Lambda_{jj}(\omega) \triangleq e^{-i(\omega - \gamma(k_0(\omega) + j))\eta_0}.
\]

Clearly the (weighted) LS minimizer is

\[
u(\omega) = \Lambda^*(\omega) T^{-1} r(\omega),
\]

because \( \Lambda^{-1} = \Lambda^* \), where

\[
T \triangleq C' S' W S C
\]

\[
r(\omega) \triangleq C' S' W b(\omega).
\]

The elements of the \( J \times J \) Toeplitz matrix \( T \) and the \( N \)-vector \( r(\omega) \) are given by

\[
T_{lj} = \frac{1}{N} \sum_{n=0}^{N-1} w[n] s^2[n] e^{i\gamma(l-j)(n - m_0)}
\]

\[
r_j(\omega) = \frac{1}{N} \sum_{n=0}^{N-1} w[n] s[n] e^{i(\omega - \gamma(k_0(\omega) + j))(n - m_0)}.
\]

The key to this representation is the following fact: in the usual case where \( w[n] \) and \( s[n] \) are chosen to be symmetric about \( \eta_0 \), then \( T \) is a real matrix, and \( r(\omega) \) is a real vector. In particular, the elements simplify to

\[
T_{lj} = \frac{1}{N} \sum_{n=0}^{N-1} w[n] s^2[n] \cos(\gamma(l-j)(n - \eta_0))
\]

\[
r_j(\omega) = \frac{1}{N} \sum_{n=0}^{N-1} w[n] s[n] \cos((\omega - \gamma(k_0(\omega) + j))(n - \eta_0))
\]

Thus the core of this LS optimal interpolator is real; the only complex aspects are the linear phase factors in (6.7.11), and these correspond directly to the phase of the ideal interpolator in (6.7.4). Furthermore, the frequency \( \omega \) enters
the expressions above only in the form $\omega - \gamma k_0(\omega)$, so this LS optimal interpolator also satisfies the integer shift invariance seen in the ideal interpolator (6.7.4).

Having optimized the coefficients $u(\omega)$, the next step is to design $s$ to minimize the worst-case error in (6.7.9). Unfortunately there is no apparent analytical optimizer for $s$. Therefore, one must use numerical methods to optimize $s$. In the literature, several choices for $s$ have been proposed, all of which have the form (6.6.19) for various choices for the function $\Psi(t)$, such as the following:

- uniform factors, i.e., $\Psi(t) = 1$,
- cosine factors: $\Psi(t) = \cos(\pi t)$,
- Gaussian factors: $\Psi(t) = \sigma \sqrt{2\pi} e^{-\pi(\sigma \sqrt{2\pi})^2}$, with $\sigma$ chosen to minimize $E_{\text{max}}$,
- and Kaiser-Bessel factors (6.6.20), with parameters optimized per (6.4.58) [179, eqn. (5)].

Fig. 6.7.1 shows the error $E(\omega, s, u(\omega))$ for each of the above choices of the scaling factors. The worst-case error is smallest for the Kaiser-Bessel scaling factors.
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Figure 6.7.1: Plots of the error $E(\omega, s, u(\omega))$ vs $\omega/\gamma$ for various choices of the scaling factors $s$.

The results in Fig. 6.7.1 were for the unweighted error criterion with $w[n] = 1$. This criterion seems the most natural because usually we lack prior information that would favor weighting the error in some parts of the field of view more or less than other parts. However, note that if we choose $w[n] = 1/s^2[n]$, then the matrix $T$ becomes independent of $s$, and leads to a simple closed-form solution [50, eqn. (29)]:

$$T_{ij} = \delta_{N,K}(j - l),$$

where $\delta_{N,K}$ was defined in (6.7.5). Furthermore, if we expand $1/s[n]$ in terms of a suitable Fourier series, then a closed-form solution for $r_j(\omega)$ is also available [50, eqn. (30)]. However, because $u(\omega)$ can be tabulated easily for a finely sampled grid of $\omega$ values, closed-form expressions for $T$ and $r(\omega)$ are unessential. The convenience of such expressions is offset by the subjectivity in choosing $w[n]$ values that depend on $s$. 
6.8 Appendix: Toeplitz matrix-vector multiplication (s,four,toep)

This section summarizes how to perform matrix-vector multiplication $Tx$ when $T$ is a Toeplitz matrix, using FFT operations, focusing on the 2D case. Computing $y = Tx$, where $T$ is Toeplitz, is equivalent to the following operation in signal processing notation:

$$y[m, n] = \sum_{k=0}^{M-1} \sum_{l=0}^{N-1} h[m - k, n - l] x[k, l]$$

for $m = 0, \ldots, M-1$ and $n = 0, \ldots, N-1$. Note that $-(M-1) \leq m - k \leq M-1$ and $-(N-1) \leq n - l \leq N-1$ in the above convolution expression. We would like to express that convolution as a circular convolution so that it can be implemented using FFT operations. We embed both $x$ and $h$ in 2D arrays of size $2M \times 2N$ as follows:

$$x_2[m, n] = \begin{cases} x[m, n], & m = 0, \ldots, M-1, \ n = 0, \ldots, N-1 \\ 0, & m = M, \ldots, 2M-1 \text{ or } n = N, \ldots, 2N-1, \end{cases}$$

$$h_2[m, n] = \begin{cases} h_0[m, n], & m = 0, \ldots, 2M-1, \ n = 0, \ldots, 2N-1, \ m \neq M, \ n \neq N \\ 0, & m = M \text{ or } n = N, \end{cases}$$

where

$$h_0[m, n] \triangleq h[(m + M) \mod 2M] - M, \ ((n + N) \mod 2N) - N].$$

Now define the $2M \times 2N$ point circular convolution of $h_2$ and $x_2$ as follows:

$$y_2[m, n] = h_2[m, n] \ast_{(2M, 2N)} x_2[m, n] = \sum_{k=0}^{2M-1} \sum_{l=0}^{2N-1} h_2[(m - k) \mod 2M, \ (n - l) \mod 2N] x_2[k, l].$$

Then one can verify that $y[m, n] = y_2[m, n]$ for $m = 0, \ldots, M-1$ and $n = 0, \ldots, N-1$. So we can compute $y[m, n]$ as follows.

- Precompute the $2M \times 2N$ array $h_2[m, n]$ and its 2D FFT $H_2[k, l]$.
- Zero pad the signal $x[m, n]$ to size $2M \times 2N$ and compute its 2D FFT $X[k, l]$. 

Figure 6.7.2: Interpolator cores
6.9 Problems (s,four.prob)

Problem 6.1 For \( A \) defined in (6.1.8), show that \( \| A \|_2 \leq \sqrt{\mathcal{D}} | \mathcal{D} | = \| A \|_{\text{Prob}} \) where \( | \mathcal{D} | = \int_{\mathcal{D}} d\vec{x} \).
Find analogous results for \( A \) in (6.2.4).

Problem 6.2 For the case of Cartesian sampled k-space data with under-sampling, show that the minimum-norm least squares (MNLS) solution (6.3.4) is equivalent to zero-filling the missing k-space data and applying an inverse FT or DFT.

Problem 6.3 Variations on the following minimization problem arise repeatedly in §6.4.2:

\[
\hat{w} = \arg \min_w \Psi(w), \quad \Psi(w) = \| C - B D(w) A \|_{\text{Prob}}^2.
\]

Using the Frobenius norm property (26.5.6) that \( \| A \|_{\text{Frob}}^2 = \text{trace}(A^t A) \), show that

\[
\Psi(w) = \text{trace}(C^t C) - 2 \text{real}\{w^t v\} + w^t M w
\]
(6.9.1)

\[ M_{i1} = [B^t B]_{ii} [AA^t]_{ii}, \quad i = 1, \ldots, n_d \]
(6.9.2)

\[ u_i = [B^t C A]_{ii}, \quad i = 1, \ldots, n_d. \]
(6.9.3)

Show furthermore that the Hermitian symmetric matrix \( M \) is positive-semidefinite, and that if \( M u = 0 \), then \( u^t v = 0 \), i.e., \( v \in \mathbb{R}^M \).

Show therefore that the minimizer of \( \Psi(w) \) satisfies \( M w = v \).
Note: if one wants to restrict the minimization to real-valued \( w \), then the solution satisfies \( \text{real}(M) w = \text{real}(v) \).

Problem 6.4 Prove the gridding replication property (6.4.57).

Problem 6.5 Find choices for the weighting matrices \( W_1 \) and \( W_2 \) in the data-domain criterion (6.4.20) that lead to solutions corresponding to each of the examples of \( \hat{w} \) for the image domain criteria in §6.4.2.3.4. (In other words, these two formulations are closely related.)

Problem 6.6 For (Cartesian) partial k-space data as shown in Fig. 6.1.1, compare three types of reconstruction approaches: (i) one of the methods described in [195], (ii) an iterative regularized LS estimation approach based on the standard quadratic roughness penalty in (1.10.1), and (iii) based on a regularizer that penalizes the magnitude and phase separately [196]. Focus on the following model:

\[ y = Af + \varepsilon, \]

where \( f = D(\phi)x \) and \( D(\phi) = \text{diag}\{e^{i\phi}\} \).

The standard approach computes a “low-resolution” phase estimate \( \hat{\phi} \) from the central k-space data, which may be reasonable when the phase is expected to be spatially smooth. (Here, low resolution means truncated k-space, but still the number of pixels matches that of the image \( x \).) Given this phase estimate, there are several approaches for reconstructing \( x \).

POCS approach (ignores noise): find \( \hat{f} \in C_1 \cap C_2 \) where

\[ C_1 \triangleq \{ f \in \mathbb{C}^{n_p} : Af = y \} \]

and

\[ C_2 \triangleq \{ f \in \mathbb{C}^{n_p} : \angle f_j = \hat{\phi}_j, \quad j = 1, \ldots, n_p \}. \]

Iterative approach based on phase correction: \( \hat{f} = D(\hat{\phi}) \hat{x} \), where

\[ \hat{x} = \arg \min_{x \in \mathbb{R}^{n_p}} \frac{1}{2} \| y - AD(\hat{\phi})x \|_2^2 + \beta R(x). \]
Bydner approach [197]: \( \hat{f} = D(\hat{\phi}) \hat{x} \), where
\[
\arg\min_{x \in \mathbb{C}^{n_p}} \frac{1}{2} \| y - AD(\hat{\phi})x \|_2^2 + \alpha \| \text{imag}(x) \|_2^2 + \beta R(x)
\]

Joint estimation approach (based on phase regularization) [196]:
\[
\arg\min_{x \in \mathbb{R}^p, \phi \in \mathbb{R}^p} \frac{1}{2} \| y - AD(\phi)x \|_2^2 + \alpha R(\phi) + \beta R(x),
\]

where \( \alpha \) is “large” to provide a smooth phase estimate.

Problem 6.7 Prove that the functions \( \phi_i \) in (6.1.4) are linearly independent. Hint. One simple proof for the 1D case where \( d = 1 \) uses the fact that Vandermonde matrices are invertible. If needed, assume that \( \hat{\phi} \in D \).

Problem 6.8 Implement iterative reconstruction from Fourier samples using Dirac, rect, and sinc bases as described in §6.2.6 and compare reconstructed image quality. Use a true object that consists of shapes with analytical Fourier transform expressions such as triangles.

Problem 6.9 Analyze \( E[\hat{f}] \) for the nonparametric QPWLS estimator in (6.3.7) for the case where \( W = I \) and the frequencies \( \{ \nu_i \} \) are equally spaced.

Problem 6.10 Considering (6.2.9) and (6.2.10) as an approximation to (6.3.7), compute (and display) some of the frequencies in (6.3.8). Compare the nature of these “basis functions” to the usual choices such as pixels and B-splines.

Problem 6.11 Using (6.2.13), for the unweighted case with \( W = I \), and no regularization (\( R = 0 \)), the mean of the QPWLS estimator is \( E[\hat{x}] = [E' B' B E]^{-1} E' B' A f \). Suppose the frequency samples are equally spaced and \( E \) is orthonormal. If \( \hat{f} \) is a rect function of width \( \Delta \), compare \( E[\hat{x}] \) for a model where \( B \) corresponds to \( n_p \gg 1 \) rect basis functions of width \( \Delta \), and a model where \( B \) corresponds to Dirac impulse functions spaced \( \Delta \) apart.

Problem 6.12 For the complex exponential basis (6.2.15), determine the general form of the elements of the system matrix \( A \) in (6.2.4). Then consider the specific 1D case where \( D = [-\text{FOV}/2, \text{FOV}/2] \) and \( n_d = n_p \), and the frequency samples \( \nu_i \) are uniformly spaced with \( \Delta\nu = 1/\text{FOV} \). Comment on the relative complexity of implementing iterative reconstruction from nonuniform frequency samples using a complex exponential basis versus using equally spaced basis functions such as rects.

Problem 6.13 Prove the conjecture about diminishing basis function widths at the end of §6.2.11.

Problem 6.14 Requiring \( \mathcal{W} \) in (6.3.1) to map into \( L_2(D) \) is a subtle restriction because it would seem to preclude “convolution-like” characteristics that might expand the support of a function originally in \( L_2(D) \). We might prefer to assume only \( \mathcal{W} : L_2 \to L_2 \), but this would appear to require allowing \( \hat{f} \in L_2(\mathbb{R}^2) \), thereby losing the benefit of the support constraint. Resolve this dilemma.

Problem 6.15 Prove the sinc property (6.4.8).

Problem 6.16 Prove the simplified image domain criterion (6.4.19).

Problem 6.17 Prove the “generalized Sedarat” solution (6.4.24). (It may be easier to use a discrete approximation \( A \) to \( \mathcal{A} \)).

Problem 6.18 Prove that (6.4.24) is more general than (6.4.21) even in the special case where we choose \( \mathcal{Z} = \mathcal{K} \mathcal{A}^* \).

Problem 6.19 Prove the “weighted Sedarat” solution (6.4.28).

Problem 6.20 Prove the regularized solution (6.4.43).

Problem 6.21 Consider a (2D) polar sampling pattern in Fourier space with samples that are equally spaced by \( \Delta\nu \) along \( \rho \) with \( N_\lambda \) equally spaced radial lines over \( 2\pi \). Determine analytically some reasonable values for density compensation factors for samples where \( \rho = k\Delta\nu \), for \( k = 0, 1, \ldots \). Hint: think of (approximate) Voronoi cells for \( N_\lambda \) large. See [198–200].
Problem 6.22 Given samples of a function $f(x, y)$ on equally spaced rings $\{f(n\Delta, \phi) : n \in \mathbb{Z}, \phi \in [0, 2\pi]\}$, determine conditions under which $f(x, y)$ can be recovered and describe a recovery procedure. (This problem is related to the PSF of spiral and radial sampling; see [198].)

Problem 6.23 Determine analytically some reasonable values for density compensation factors for the linogram sampling pattern shown in Fig. 3.8.1.

Problem 6.24 Using ideas similar to §25.7.12, develop an analytical approximation to the condition number of $A'WA$ for the case of radial sampling.

Problem 6.25 Use the fast summation method in [201] to develop a fast (?) gridding algorithm of the form (6.4.51) or (6.4.52) even for a kernel with a large support.

Problem 6.26 Derive the ideal real-valued interpolators (6.6.5) and (6.6.10). Optional: also attempt a similar derivation when $s[N−1] = s[n]$.
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