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Figure 2: An overview of the proposed Expressive Voice Conversion Autoencoder (EVoCA). The model takes two
inputs, the expressive and synthetic speech samples, and outputs the reconstructed expressive speech sample. The
paralinguistic encoder extracts an embedding from the expressive speech sample such that it can be used by the
Voice Converter to insert paralinguistics into the synthetic speech input sample. The network is trained with an L2
loss between the generated expressive sample and the original expressive sample. Once the full model is trained,
the paralinguistic encoder is disconnected and used as a general purpose paralinguistic feature extractor.

and incorporated into a framework that enables a
neural network to learn compact embeddings that
capture speech expressiveness.

3 Approach

3.1 Creating Parallel Data using Speech
Synthesis

A sketch of our data generation setup is shown in
Figure 1. Given an audiobook corpus, where both
speech and text modalities are available, we use
the text to create synthetic speech samples using a
speech synthesizer. The created synthetic speech
should lack expressiveness. This provides our sys-
tem with the opportunity to learn how to character-
ize expressiveness and imbue the non-expressive
speech with expressive characteristics. We use the
open-source Festival toolkit1, as previous research
has demonstrated its utility for generating neutral,
non-expressive speech (Lotfian and Busso, 2017).
Once the speech synthesis process finishes, our
data now contain pairs of real (expressive) speech
and synthetic (neutral non-expressive) speech. Our
EVoCA model then leverages the resulting paral-
lel data to learn an embedding transformation that
facilitates the conversion from synthetic to real
speech without relying on any manual emotion or
style labels.

1http://festvox.org/festival/

3.2 Expressive Voice Conversion
Autoencoder Setup

A sketch of EVoCA is shown in Figure 2. The
EVoCA model converts neutral speech to expres-
sive speech. In the process, the paralinguistic en-
coder learns a compact embedding that encodes
paralinguistic elements, including expressiveness.
The paralinguistic embedding and the paired syn-
thetic speech sample are fed into the voice con-
verter, which produces expressive speech. A recon-
struction loss (L2) between the generated expres-
sive speech and the original expressive speech is
computed and used to train the style autoencoder
in an end-to-end fashion. Once trained, the paralin-
guistic encoder can be used as a speech transformer
to create features that highlight the expressive com-
ponents of input speech.

4 Datasets, Features, and Metrics

4.1 Datasets
We use four datasets in this work: Blizzard2013,
IEMOCAP, MSP-IMPROV, and VESUS. Bliz-
zard2013 is used to train the EVoCA model while
the other three datasets are used to test the effective-
ness of the learned embeddings on speech emotion
recognition and speaking style detection.

Blizzard2013. The Blizzard2013 dataset con-
tains around 200 hours from 55 American English
audiobooks read by Catherine Byers. Although
other audiobook-based datasets are publicly avail-
able, we choose the Blizzard2013 corpus due to its
highly expressive and animated nature. This corpus

http://festvox.org/festival/

