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Figure 1: Broad visual overview of recordings

personality on the interaction of stress and emotion, we ob-
tain Big-5 personality scores (Goldberg, 1992), which was
filled by 18 of the participants, due to the participation be-
ing voluntary. The extracted features for each modality, and
the anonymized dataset (other than video) will be released
publicly along with all the corresponding data and labels.
We present baseline results for recognizing both emotion
and stress in the paper, in order to validate that the presence
of these variables can be computationally extracted from the
dataset, hence enabling further research.

2. Related Work

In the past years, there have been multiple emotional
databases collected and curated to develop better emotion
recognition systems. Table 1 shows the major corpora that
are used for emotion recognition. However, some aspects
of the datasets limit their applicability, including: a lack of
naturalness, unbalanced emotion content, unmeasured con-
founding variables, small size, small number of speakers,
and presence of background noise. These datasets are also
limited in the number of modalities they use, usually relying
on visual and acoustic/lexical information.

2.1. Recorded Modalities

As shown in Table 1, the most common modalities are
video, acoustics, and text. In addition to these modali-
ties, we chose to record two more modalities: thermal and
physiological. Previous research has shown that thermal
recordings perform well as non-invasive measurement of
physiological markers like, cardiac pulse and skin tempera-
ture (Pavlidis et al., 2000; Pavlidis and Levine, 2002; Gar-
bey et al., 2007). They have been shown to be correlated to
stress symptoms, among other physiological measures. We
used the physiological modality to measure stress responses
(Yaribeygi et al., 2017; Sun et al., 2012) to psychological
stressors. This modality has been previously noted in litera-
ture for measuring stress (Horvath, 1978), usually measured
in polygraph tests. We perform baseline experiments to
show that the modalities collected in the dataset are indeed
informative for identifying stress and emotion.

2.2. Lack of Naturalness

A common data collection paradigm for emotion is to
ask actors to portray particular emotions. These are usually
either short snippets of information (Busso et al., 2008),

a single sentence in a situation (Busso et al., 2017), or
obtained from sitcoms and rehearsed broadcasts (Chen et
al., 2018). A common problem with this approach is that
the resulting emotion display is not natural (Jürgens et al.,
2015). These are more exaggerated versions of singular
emotion expression rather than the general, and messier,
emotion expressions that are common in the real world (Au-
dibert et al., 2010; Batliner et al., 1995; Fernández-Dols and
Crivelli, 2013). Further, expressions in the real world are
influenced by both conversation setting and psychological
setting. While some datasets have also collected sponta-
neous data (Busso et al., 2008; Busso et al., 2017), these
utterances, though emotionally situated, are often neutral
in content when annotated. The usual way to get natu-
ral emotional data is to either collect data using specific
triggers that have been known to elicit a certain kind of
response or to completely rely on in-the wild data, which
however often leads to unbalanced emotional content in the
dataset (Ringeval et al., 2013).

2.3. Unbalanced Emotion Content

In-the-wild datasets are becoming more popular (Chen
et al., 2018; Khorram et al., 2018; Li et al., 2016). The
usual limitation to this methodology is that, firstly, for most
people, many conversations are neutral in emotion expres-
sion. This leads to a considerable class imbalance (Ringeval
et al., 2013). To counter this issue, MSP-Podcast (Lotfian
and Busso, 2017) deals with unbalanced content by pre-
selecting segments that are more likely to have emotional
content. Secondly, data collected in particular settings, e.g.,
therapy (Nasir et al., 2017), or patients with clinical is-
sues (Lassalle et al., 2019) comprise mostly of negative
emotions because of the recruitment method used in the
collection protocol.

2.4. Presence of Interactional Variables

The common way of inducing emotions involves either
improvisation prompts or scripted scenarios. Emotion has
been shown to vary with a lot of factors that are di�erent
from the intended induction (Siedlecka and Denson, 2019;
Zhang et al., 2014; Mills and D’Mello, 2014). These factors
in general can be classified into: (a) recording environment
confounders and (b) collection confounders. Recording
environment-based variables hamper the models’ ability to
to learn the emotion accurately. These can be environment
noise (Banda and Robinson, 2011), placement of sensors or
just ambient temperature (Bruno et al., 2017).

The data collection variations influence both the data
generation and data annotation stages. The most common
confounders are gender, i.e., ensuring an adequate mix of
male vs female, and culture, i.e., having a representative
sample to train a more general classifier. Another confound-
ing factor includes personality traits (Zhao et al., 2018),
which influence how a person both produces (Zhao et al.,
2018) and perceives (Mitchell, 2006) emotion. Another
confounder that can occur at the collection stage is the fa-
miliarity between the participants, like RECOLA (Ringeval
et al., 2013), which led to most of the samples being mainly
positive due to the colloquial interaction between the par-
ticipants. They also do not account for the psychologi-


