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Fig. 2. A visualization of our multi-delay sinc network with M clusters.
⌧m is the delay considered for the m-th component. Standard and sinc
kernels are shown in black and red colors, respectively. In this figure, we
show the structure of the first and the last clusters.

We first describe how multiple delayed sinc layers are
used. Each delayed sinc layer is applied to a different region
of the acoustic space, formed by generating fuzzy clusters.
We then describe a network architecture that can integrate
the prediction from multiple layers.

6.1 Acoustic Clustering

Figure 2 shows the architecture of the MDS network with M
clusters. The main idea of the MDS network is to categorize
speech regions into a number of fuzzy clusters such that all
samples associated with a cluster require the same delay to
be synchronized with the ground-truth labels. The system
is trained in an end-to-end manner and fuzzy membership
functions of clusters are implicitly learned. The number
of clusters, M , is a parameter that must be tuned. More
precisely, the MDS network defines three components for
each cluster m:

1) ⌧m: a learnable delay which is a single parameter for
each cluster. ⌧m will be trained along with other pa-
rameters of the network.

2) Fm: emotion recognition, a mapping that predicts emo-
tion labels for the m-th cluster based on input features,
X . Fm[n;X] denotes the n-th sample of the signal
generated by the mapping Fm. We employ a standard
multi-layer convolutional neural network to generate
Fm[n;X] from X .

3) wm: a mapping that generates a weight signal for the
m-th cluster using input features, X . wm[n;X] denotes
the n-th sample of the signal generated by the wm

mapping. wm[n;X] quantifies the importance of in-
corporating Fm[n;X] into the final predictions y[n]. A
standard convolutional neural network is employed to
define the mapping wm.

6.2 Network Architecture
The proposed MDS network takes MFB features as input
and passes them through a stack of three subnetworks: (1)
feature processing, (2) delay provider, and (3) averaging
subnetworks. The subnetworks are shown in Figure 2.

6.2.1 Feature processing subnetwork
The feature processing subnetwork takes acoustic features
and generates emotion labels, Fm[n;X], and weight signals,
wm[n;X] for all clusters. The MDS network uses a shared
multilayer convolutional network to simultaneously gener-
ate all the emotion labels (Fm[n;X]) and weight signals
(wm[n;X]). Our initial experiments showed that using a
separate network to generate emotion labels and weight
signals does not improve the results. The output of this
network is M label signals and M weight signals, where
M is the number of clusters. Each label and weight signal is
a one-dimensional signal with the same length of the final
emotion predictions.

6.2.2 Delay provider subnetwork
This subnetwork applies a cluster-specific delay, ⌧m, to both
labels (Fm[n;X]) and weights (wm[n;X]) using a delayed
sinc kernel. Suppose ~Fm[n;X, ⌧m] and ~wm[n;X, ⌧m] are the
delayed labels and weights predicted for m-th cluster. Then,

~Fm[n;X, ⌧m] = Fm[n;X] ⇤ hsinc[n; ⌧m], (9)

~wm[n;X, ⌧m] = wm[n;X] ⇤ hsinc[n; ⌧m], (10)

where hsinc[n; ⌧m] is the windowed sinc kernel expressed
by Equation (8). This subnetwork generates a series of
predictions that are hypothesized to be more closely aligned
with the input features. This subnetwork has M parameters
{⌧m 8 m 2 {1...M}} that have to be trained.

6.2.3 Averaging subnetwork
The previous sections explained how feature processing and
delay provider subnetworks generate weights ~wm[n;X, ⌧m]
and emotion labels ~Fm[n;X, ⌧m] for the m-th cluster. The
goal of the averaging sub-network is to generate final
emotion labels y[n] by combining cluster-dependent labels
through cluster weights. One straightforward approach is
to use the emotions predicted by the most likely cluster (the
cluster with maximum weight); i.e.,

m̂[n] = argmax
m

~wm[n;X, ⌧m], (11)

y[n] = ~Fm̂[n][n;X, ⌧m̂[n]], (12)

where m̂[n] is the index of the most likely cluster (cluster
with maximum weight) at time n. However, there are two
problems with this approach: (1) the assumption that a
part of the signal is associated with a single fixed delay
is restrictive; and (2)m̂[n] may change at the middle of a
recording and as a result predicted labels may experience a
sudden change in a recording which is not consistent with
the nature of the emotion labels. To deal with this problem,
we propose to use a soft-max instead of the standard max.
By using soft-max all clusters will contribute in generating
the final emotion labels, and therefore it is less likely to
observe sudden changes in the final emotion labels.


