
or improvisational scenarios. The data were segmented by
speaker turn, resulting in a total of 10,039 utterances (5,255
scripted turns and 4,784 improvised turns).

MSP-Improv. The MSP-Improv dataset was collected to
capture naturalistic emotions from improvised scenarios. It
partially controlled for lexical content by including target
sentences with �xed lexical content that are embedded in
di�erent emotional scenarios. The data were divided into
652 target sentences, 4,381 improvised turns (the remainder
of the improvised scenario, excluding the target sentence),
2,785 natural interactions (interactions between the actors in
between recordings of the scenarios), and 620 read sentences
for a total of 8,438 utterances.

Labels
Emotion Labels. Each utterance in the MuSE dataset was
labeled for activation and valence on a nine-point Likert
scale by eight crowd-sourced annotators [19], who observed
the data in random order across subjects. We average the
annotations to obtain a mean score for each utterance, and
then bin the mean score into one of three classes, de�ned as,
{“low”: [min, 4.5], “mid”: (4.5, 5.5], “high”: (5.5, max]}. The
resulting distribution for activation is: {“high”: 24.58%, “mid”:
40.97% and “low”: 34.45%} and for valence is {“high”: 29.16%,
“mid”: 40.44% and “low”: 30.40%}. Utterances in IEMOCAP
and MSP-Improv were annotated for valence and activation
on a �ve-point Likert scale. The annotated activation and
valence values were averaged for an utterance and binned
as: {“low”: [1, 2.75], “mid”: (2.75, 3.25], “high”: (3.25, max]}

Stress Labels. Utterances in the the MuSE dataset include
stress annotations, in addition to the activation and valence
annotations. The stress annotations for each session were
self-reported by the participants using the Perceived Stress
Scale (PSS) [10]. We perform a paired t-test for subject wise
PSS scores, and �nd that the scores are signi�cantly di�erent
for both sets (16.11 vs 18.53) at p < 0.05. This especially
true for question three (3.15 vs 3.72), and hence, we double
the weightage of the score for this question while obtain-
ing the �nal sum. We bin the original nine-point adjusted
stress scores into three classes, {“low”: (min, mean�2], “mid”:
(mean�2, mean+2], “high”: (mean+2, max]}. We assign the
same stress label to all utterances from the same session. The
distribution of our data for stress is “high”: 40.33%, “mid”:
25.78% and “low”: 38.89%

ImprovisationLabels.Utterances in the IEMOCAP dataset
were recorded in either a scripted scenario or an improvised
one. We label each utterance with a binary value {“scripted”,
“improvised”} to re�ect this information.

Features
The goal is to study the e�ect of stress on trained multimodal
(acoustic and lexical) emotion classi�ers.
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Figure 1: Adversarial multi-task network architecture.

Acoustic.We use Mel Filterbank (MFB) features, which
are frequently used in speech processing applications, in-
cluding speech recognition, and emotion recognition [22,
26]. We extract the 40-dimensional MFB features using a
25-millisecond Hamming window with a step-size of 10-
milliseconds. As a result, each utterance is represented as a
sequence of 40-dimensional feature vectors. We z-normalize
the acoustic features by session for each speaker.

Lexical. We have human transcribed data available for
MuSE and IEMOCAP. We use the word2vec representation
based on these transcriptions, which has shown success in
sentiment and emotion analysis tasks [24].We represent each
word in the text input as a 300-dimensional vector using a
pre-trained word2vec model [34], replacing out-of-vocab
words with the hunki token. Each utterance is represented
as a sequence of 300-dimensional feature vectors. We use
just acoustic inputs for MSP-Improv because human tran-
scriptions are not available.

4 EXPERIMENTAL SETUP
In this section, we describe the network architecture and the
training recipe of the two emotion recognition models, one
that controls for stress as a confound and one that does not.
Architecture
The network consists of three components (Figure 1): (1)
embedding sub-network; (2) emotion classi�er; and (3) stress
classi�er. The embedding sub-network induces �xed-size
representations given the acoustic and lexical input streams.
In Figure 1, the concatenation layer of acoustic and lexical
stream shows the induced �xed-size representations. The
emotion and stress classi�ers perform their respective classi-
�cation tasks given the �xed-size representations from the
embedding sub-network. We use two variants of the embed-
ding sub-network in this work: a unimodal and a multimodal
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