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Fig. 2. Convolutional Neural Network (CNN). Consists of two main parts:
(1) feature encoder; (2) emotion classifier. The feature encoder uses
a set of convolutions and global pooling to create a 128-dimensional
utterance level representation. The emotion classifier then uses fully
connected layers and a softmax layer to output the three bin valence
probability distribution.

4 CLASSIFICATION MODELS

In this section, we present the three different classification
models used in this paper: a simple Convolutional Neural Net-
work (CNN), Adversarial Discriminative Domain Generalization
(ADDoG), and Multiclass ADDoG (MADDoG), which is an ex-
tension of ADDoG that allows for more than one source dataset.
All models consider MFBs as the input feature set and valence
binned into a three dimensional vector as the output task. Each
experiment will consist of labelled data from a source dataset
(SRC) and data from a target dataset (TAR), some of which is
labelled and some is not. TAR contains the test data and is
available at train time without labels (transductive learning).
The baseline CNN method is able to take advantage of the la-
belled data from all datasets, but does not use unlabelled data.
Both ADDoG and MADDoG take advantage of the unlabelled
test data to generalize the intermediate feature representation
across datasets. In all methods, we use the Adam optimizer [52]
with the default parameters of learning rate (Æ = 0.0001) and
running average coefficients (Ø1 = 0.9,Ø2 = 0.999). All models
described below are implemented in PyTorch version 0.4.0 [53].

4.1 CNN

Convolutional Neural Networks (CNN) have seen much success
in speech emotion recognition [22], [23], [24]. Figure 2 shows
our CNN implementation. It consists of two main components:
(1) the feature encoder (convolutions + max pooling); (2) the
emotion classifier (fully connected layers + softmax).

It is difficult to validate multiple sets of hyperparameters
when conducting cross-dataset experiments, due to the lack of
labelled data in the target domain. For this reason, we select hy-
perparameters based on those found to be commonly selected
in prior work and keep them constant for all experiments.
A channel size of 128 is used for all convolutional and fully
connected layers, as commonly selected in prior work [24],
[54]. ReLU is used as the activation function for all but the
final layer, as it has been show successful in the field and
is computationally efficient [24], [55]. We select a relatively
large kernel size of 15 for the first convolutional layer, as
previous work has shown large initial layers to be beneficial
to emotion recognition using MFBs [23], [24]. We apply an
additional convolutional layer of length 5 dilated by a factor
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Fig. 3. Adversarial Discriminative Domain Generalization (ADDoG) Net-
work. Consists of three main parts: (1) the feature encoder; (2) emotion
classifier; (3) critic. The critic learns to estimate the earth mover’s
or Wasserstein distance between the SRC and TAR dataset encoded
feature representations. The emotion classifier ensures that valence is
also preserved in the generalized representation.

of 2 to further extend the receptive field of the network. The
global maximum is then taken over this convolution output,
resulting in an encoded representation of 128 for the entire
utterance. Previous work has shown that this is sufficient for
recognizing emotion over short utterances [23], [24]. Dropout
(p=0.2) is then applied to help prevent over-fitting. We next add
three fully connected layers, with the final having three outputs
for each of the valence bins, as in [48]. Finally, a softmax
layer is applied, allowing for the output to be viewed as the
probability distribution of valence. Biases are not used for any
layers. Coupled with the ReLU activation and max pooling, this
minimizes the effect of zero padding shorter utterances.

While older work in deep learning pretrained using au-
toencoders with unlabelled data, this has mostly subsided
with the introduction of the ReLU activation, dropout, better
initialization techniques, and larger datasets [56]. Because of
this, our CNN model does not use the unlabelled data, and
only the labelled data from both SRC and TAR is used during
training. Each epoch is divided into a total number of batches
equal to the amount of labelled data divided by the batch
size. After the MFBs are propagated through the network, we
calculate loss using a weighted cross entropy measure. The
classes are weighted so that all valence bins are given equal
likelihood, regardless of class imbalance.

4.2 ADDoG

We introduce Adversarial Discriminative Domain Generaliza-
tion (ADDoG), which addresses the open challenges of produc-
ing a generalized dataset representation using unlabelled target
data, while still being able to consistently converge. Similar to
CNN, it builds an intermediate 128-dimensional encoding of
the utterances after global max pooling and dropout. How-
ever, in the case of ADDoG, there is a critic component, as
in WGANs [15], that encourages the representations of the
different datasets to be as close as possible. Unlike ADDA
[19], the emotion classifier and database critic are iteratively
trained, ensuring the presence of emotion in the intermedi-
ate representation. We hypothesize that this creates a more
generalized representation of emotion that will perform better


