
Figure 1: Deep Neural Network (DNN) used in our experiments.
The arrows represent dense connections between each layer.
The number of outputs (N) varies depending on the experiment.

plied between two emotion datasets: IEMOCAP [14] and MSP-
IMPROV [15]. Finally, we study the effect of transfer learn-
ing between datasets when the target task has limited amount
of data available. In all cases, we investigate three methods:
(1) deep neural network (DNN); (2) DNN with PT/FT; and (3)
progressive networks. Our results demonstrate significant im-
provements over the conventional PT/FT methods when using
ProgNets for transferring knowledge from speaker recognition
to emotion recognition tasks. Furthermore, our results sug-
gest that ProgNets show promise as a method for transferring
knowledge from gender detection to emotion recognition tasks,
as well as transferring knowledge across datasets, with results
significantly better than a DNN without transfer learning.

2. Datasets and Features

2.1. Datasets

We use speech utterances from two datasets in our study:
IEMOCAP [14] and MSP-IMPROV [15], two of the most com-
monly used datasets in emotion classification [16, 17]. Both
datasets were collected to simulate natural dyadic interactions
between actors and have similar labeling schemes. We use ut-
terances with majority agreement ground-truth labels. We only
consider utterances with happy, sad, angry, and neutral labels.

IEMOCAP: The IEMOCAP dataset contains utterances
from ten speakers grouped into five sessions. Each session con-
tains one male and one female speaker. We combine excitement
and happiness utterances to form the happy category, as in [14].
The final dataset contains 5531 utterances (1103 angry, 1708
neutral, 1084 sad, 1636 happy).

MSP-IMPROV: The MSP-IMPROV dataset contains ut-
terances from 12 speakers grouped into six sessions. A session
has one male and one female. The final dataset contains 7798
utterances (792 angry, 3477 neutral, 885 sad, 2644 happy).

2.2. Features

We use the eGeMAPS [18] feature set designed to standard-
ize features used in affective computing. The eGeMAPS fea-
ture set contains a total of 88 features, including frequency,
energy, spectral, cepstral, and dynamic information. The fi-
nal feature vectors for each utterance are obtained by applying
the following statistics: mean, coefficient of variation, 20-th,
50-th, and 80-th percentile, range of 20-th to 80-th percentile,
mean and standard deviation of the slope of rising/falling signal
parts, mean of the Alpha Ratio, the Hammarberg Index, and the
spectral slopes from 0–500Hz and 500–1500Hz. We perform
dataset-specific global z-normalization on all features.

Figure 2: Progressive Neural Network (ProgNet) used in our
experiments. The arrows represent dense connections between
each layer. The black arrows show frozen weights from the
transferred representations. The number of outputs (N) varies
depending on the experiment.

3. Methods

We compare three methods in the context of transfer learning.
As a baseline method, we consider the performance of a DNN
trained on the target task without any extra knowledge. Addi-
tionally, we use the common transfer learning approach of pre-
training a DNN on the source task and fine-tuning on the target
task (PT/FT). The underlying assumption of PT/FT is that the
target model can leverage prior knowledge present in the source
task. This approach has been effective in many applications,
including ASR [8] and natural language processing [19].

Both these methods are compared to the recently introduced
progressive neural networks (ProgNets) [11]. Instead of using
learned parameters as a starting point for training a model on
a target task, ProgNets do the following: (1) freeze all param-
eters of the old model; (2) add a new model that is initialized
randomly; (3) add connections between the old (frozen) model
and the new model; (4) learn parameters of the new model using
backpropagation. ProgNets do not disrupt the learned informa-
tion in existing source tasks, which avoids the forgetting effect
present in PT/FT [11].

In the construction of ProgNets, it is important to carefully
select a method for combining representations across network
and to identify where these representations will be combined.
Adaptation layers can be included to transform from one task’s
representation to another. However, due to the small amount of
data available for training, we use ProgNets without adaptation
layers. For the same reason, we simplify the network by using
an equal number of layers in each column and transfer the repre-
sentations between neighboring layers in a one-to-one fashion:
the representations produced at layer k from the frozen column
is fed as an input to layer k + 1 of the new column (Figure 2).

Table 1 shows the neural network parameters used by all
experiments in this paper. These values were selected using a
standard DNN without transfer learning to determine the best
structure suited to our data (Figure 1). We report unweighted
average recall (UAR) as our comparison measure. UAR is an
unweighted accuracy that gives the same weights to different
classes and is a popular metric for emotion recognition, used to
account for unbalanced datasets [20]. We evaluate the perfor-
mance of the methods using a repeated ten-fold cross-validation
scheme, as used in [21]. The folds are stratified based on
speaker ID. In each step of cross-validation, one fold is used
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