Automatically Detecting Errors and Disfluencies in Read Speech to Predict Cognitive Impairment in People with Parkinson’s Disease
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Abstract

Parkinson’s disease (PD) is a central nervous system disorder that causes motor impairment. Recent studies have found that people with PD also often suffer from cognitive impairment (CI). While a large body of work has shown that speech can be used to predict motor symptom severity in people with PD, much less has focused on cognitive symptom severity. Existing work has investigated if acoustic features, derived from speech, can be used to detect CI in people with PD. However, these acoustic features are general and are not targeted toward capturing CI. Speech errors and disfluencies provide additional insight into CI. In this study, we focus on read speech, which offers a controlled template from which we can detect errors and disfluencies, and we analyze how errors and disfluencies vary with CI. The novelty of this work is an automated pipeline, including transcription and error and disfluency detection, capable of predicting CI in people with PD. This will enable efficient analyses of how cognition modulates speech for people with PD, leading to scalable speech assessments of CI.
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1. Introduction

Parkinson’s disease (PD) is a progressive central nervous system disorder affecting more than 2-3% of the population over 65 years of age [1, 2]. PD is primarily associated with motor symptoms, such as tremors and slow movements. More recent studies are finding that between 33-57% of people with PD also suffer from cognitive symptoms [3, 4, 5]. Understanding the effect of PD on motor versus cognitive systems is crucial for effective treatment planning, as some treatments offer a trade-off between lessening the two types of symptoms [6].

An extensive body of work has used speech to assess motor symptom severity in people with PD [7, 8, 9, 10, 11, 12, 13]. Speech is also modulated by changes in cognition, such as working memory and language planning. This points to the potential of using speech to assess cognitive symptom severity in people with PD, but only a small set of work has explored this. Thies et al. used prosodic prominence measures to predict cognitive impairment (CI) in people with PD [14], but these speech features need to be extracted by trained phoneticians, making this approach difficult to scale. For a similar prediction task, Rectorova et al. automatically extracted acoustic features, such as fundamental frequency and energy variation [15]. However, these acoustic features generally describe motor changes and are not targeted toward capturing CI.

Speech errors, such as substituting one word for another, and disfluencies, such as repeating oneself, have been demonstrated to be strong predictors of CI [16, 17]. While these errors and disfluencies are rare and difficult to capture in spontaneous speech [18], reading passage tasks can be used to assess cognition in a more controlled manner. Gollan and Goldrick recently introduced a reading passage that includes grammatical errors, prompting readers to produce errors and disfluencies [19]. Using this passage, they found that the errors readers made differed by age. For example, while older adults produced more errors in general, younger adults were more likely to revise their speech and insert a correction after making errors. However, the participants in this study did not have CI or PD. It is unknown if these error and disfluency patterns relate to CI, or, more specifically, to CI in people with PD. It is also unknown if this analysis could be automated, as relying on trained transcribers to manually annotate errors and disfluencies is both an error-prone and time-consuming process that is difficult to scale.

In this paper, we present the first analysis of how errors and disfluencies in reading change as a function of CI in people with PD. We start by analyzing errors and disfluencies in manual transcripts with annotations specifying where and which errors and disfluencies occur. Next, we present an approach for detecting the same errors and disfluencies from manual transcripts when annotations are not available. Finally, we couple this method with automatic speech recognition (ASR) to both automatically generate transcripts and detect errors and disfluencies. In each approach, we find complex error and disfluency patterns that are strong predictors of CI. This method offers insight into how cognition impacts speech for people with PD and could potentially serve as another tool for assessing CI.

2. Dataset

The data include a collection of audio recordings and transcripts from 37 people with PD who have a PD diagnosis based on the UK Brain Bank criteria [20] and at least a 10th grade education. Participants of this study read a three-paragraph passage introduced by Gollan and Goldrick to induce speech errors and

| P1 | with the light of the two oil lamps the evil went away |
| P2 | with the lamps of the two oil animals the light went away |
| P3 | the with of light two the lamps oil evil the away went |

Table 1: The first sentence from each paragraph of the reading task. Paragraph 1 is a standard paragraph. Paragraphs 2 and 3 include swapped words to elicit reading errors and disfluencies.
disfluencies [19]. The first paragraph resembled a standard English passage. In the second paragraph, nouns were swapped across sentences. In the third and most difficult paragraph, every consecutive pair of words was transposed. To illustrate, we list the first sentence of each paragraph in Table 1.

The readings were recorded with head-mounted microphones. These recordings were sampled at 44.1 kHz with 16-bit resolution. We downsample the audio to 16 kHz.

These readings were manually transcribed in the CHAT format by trained listeners in the Language & Communication in Aging and Neurodegeneration Research Group, led by Dr. Angela Roberts, at Northwestern University. The CHAT format included codings to indicate where and which errors and disfluencies occur [21]. We illustrate with an example sentence in Table 2. These transcriptions also included the timings for the start and end of each sentence. We use these timings to segment the recordings and transcripts to the sentence-level. In all our analysis, we process sentence-level data and manually exclude off-script sentences, such as the participants asking questions.

Finally, clinicians assessed each participant’s cognitive health using the Montreal Cognitive Assessment (MoCA) [22]. The MoCA score quantifies cognitive functioning ranging from 0 (low functioning) to 30 (healthy functioning). In this dataset, participants have MoCA scores of 26.5 ± 2.8.

3. Methodology

3.1. Counting errors and disfluencies

We evaluate three approaches for counting errors and disfluencies, where each approach involves a higher level of automation. In each approach, we extract three features: the number of inserted words, the number of deleted words, the number of substituted words. For the third paragraph, where words were intentionally transposed and transposition errors are common, we extract a fourth feature: the number of transposed words. Finally, for each paragraph, we extract the number of pauses. We extract these features at the sentence-level and aggregate them to the paragraph-level. We then analyze how errors and disfluencies from each paragraph perform in predicting CI for them to the paragraph-level. We then analyze how errors and disfluencies tend to be more complicated, there is slightly less agreement (QWK=0.82-0.99). There is also less agreement for pauses from these two approaches (QWK=0.19-0.62), highlighting the difficulty of detecting pauses.

Finally, we use a Praat method introduced by de Jong and Wempe to count pauses [25, 26]. This method detects silences of at least 0.2 seconds where the volume drops 25 dB below the 99th percentile dB of the full audio file.

We compare the manual CHAT features to manual text features to evaluate the potential of automating error and disfluency detection given an audio recording and a transcript. In the “Manual Text” column of Table 4, we report the quadratic weighted kappa (QWK) [27], which quantifies agreement between the manual text and manual CHAT features. In many cases, specifically for insertions, deletions, and substitutions from the first and second paragraphs, the features from these two approaches are in near-perfect agreement (QWK=0.93-1.00). For these features from paragraph three, where the errors and disfluencies tend to be more complicated, there is slightly less agreement (QWK=0.82-0.99). There is also less agreement for pauses from these two approaches (QWK=0.19-0.62), highlighting the difficulty of detecting pauses.

Finally, we relax our dependence on manual transcription. We use the Mozilla DeepSpeech ASR system [28, 29] to investigate the feasibility of automating the transcription from which we derive error and disfluency features. This ASR system was built using LibriSpeech [30]. We fine-tune the acoustic model using our dataset. We build a tri-gram lan-

### Table 2: Example script, CHAT transcript, and text transcript.

<table>
<thead>
<tr>
<th>Script</th>
<th>the animals crossed and we continued walking</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHAT</td>
<td>+/th-the animals crossed and they [:: we [: we] continued &amp;0walking</td>
</tr>
<tr>
<td>Text</td>
<td>th the animals crossed and they</td>
</tr>
</tbody>
</table>

![Figure 1: Example of distance matrix with backtracking. We first use dynamic programming to fill in the distance matrix. Then, starting from the bottom-right cell, we follow the lowest cost path to backtrack to the top-left cell. Each movement (up, to the left, or diagonally up and to the left) that is associated with a change in costs also indicates an edit operation.](https://github.com/amritkromana/reading-error-disfluency-features)
We train a linear regression model to predict MoCA scores with different feature sets [32]. In all experiments, we train this model in a LOSO manner, ensuring that data from the test subject were not used to train the model, and we perform z-score normalization of the input features based on the training set. In our first experiment, we train this model with manual CHAT error and disfluency features. Next, we assess how our predictive ability changes as we move toward automated approaches with manual and ASR text features. We compare these results to a model trained with acoustic features. For each of these feature sets, we also compare using features from any single paragraph or using features from all three paragraphs. We report the condordance correlation coefficient (CCC) [33] and root-mean-square error (RMSE) between the predicted and ground truth MoCA scores. CCC quantifies the agreement between the predicted and ground truth scores while RMSE measures the magnitude of the difference. These results are listed in Table 3.

We found that using the manual CHAT error and disfluency features, the model’s performance increases as we incorporate features from all paragraphs (CCC increases from 0.48 to 0.61, but RMSE also slightly increases from 2.36 to 2.38). Using the manual text features, the model’s performance increases further (CCC=0.64 and RMSE=2.30). This improvement in performance results from small differences in how a manual annotator and the Damerau-Levenshtein method categorize errors and disfluencies. Using the ASR text features, the model still performs well (CCC=0.47 and RMSE=2.65), although we observe a drop in performance due to the ASR system not transcribing all errors and disfluencies. We find that a model trained with these error and disfluency features outperforms a model trained with acoustic features (CCC=0.33 and RMSE=2.96).

We analyze the learned beta coefficients from the models trained with error and disfluency features from each approach (Figure 2). We consider a feature important if its beta coefficient is significant (p-value < 0.05) for the majority of LOSO runs. The important manual CHAT error and disfluency features highlight the complex relationship between errors, disfluencies, and CI. In the first paragraph, people with PD who experience more CI (i.e. have lower MoCA scores) pause more ($\beta = -1.23 \pm 0.13$) and insert more words to repeat or revise their speech ($\beta = -0.90 \pm 0.08$), while people with PD who experience less CI (i.e. have higher MoCA scores) omit more words ($\beta = 1.29 \pm 0.08$). In the second paragraph, people with PD who experience more CI pause more ($\beta = -0.74 \pm 0.06$) and substitute more words ($\beta = -1.18 \pm 0.10$), while people with PD who experience less CI insert more words to correct their speech ($\beta = 1.20 \pm 0.11$). In the third paragraph, people with PD who experience more CI insert ($\beta = -1.13 \pm 0.09$) and substitute more words ($\beta = -0.94 \pm 0.09$). These errors and disfluencies may provide additional insight into how cognitive processes are impacted in people with PD.

### 3.2. Baseline acoustic features.

For comparison, we use Praat to extract a set of acoustic features that were analyzed in previous work [15]: fundamental frequency (standard deviation, relative standard deviation, variational range, relative variational range), energy (same four statistics), total speech time, and speech index of rhythmicity. Rectorova et al. demonstrated the relevance of these features to future cognitive decline in people with PD. However, it is unknown if these features could be predictors of CI at any one point in time. It is also unknown how these features may relate to CI when extracted from this unique reading task.
As we move toward the more automated approaches, we find that there are changes in which features are important. The changes result from discrepancies in how the approaches detect and label errors and disfluencies. When errors and disfluencies are compounded, the Damerau-Levenshtein method detects and labels them to minimize the total operational cost, whereas a manual CHAT annotator may not. We illustrate some of the resulting alignment differences in Figure 3. Example #1 shows how the Damerau-Levenshtein method will not detect transpositions after a repeated phrase, because it can find these words in the correct order. Example #2 shows how the Damerau-Levenshtein method will always count a deletion followed by an insertion (or vice versa) as a substitution, even when a manual CHAT annotator would detect these errors separately. These disagreements, along with transcription errors, also drive the changes in feature importance for the ASR text features.

Despite these small discrepancies, our results demonstrate that these automated methods have considerable potential for transcribing and detecting errors and disfluencies. One feasible use case for these methods involves implementing them in a human-in-the-loop system. Rather than manually transcribing the audio, we can have a transcriber review and edit ASR transcripts. Given the audio and these transcripts, we can then use the Damerau-Levenshtein and Praat methods to propose a script-transcript alignment (such as those in Figure 3) with pauses. Instead of needing to manually detect all errors and disfluencies, a transcriber may need to just review these alignments for accuracy. Given an approved alignment, we can then automatically extract error and disfluency features and assess CI. This human-in-the-loop system may allow us to most quickly and accurately evaluate the extent of CI for treatment planning.

5. Conclusions and future work

In this paper, we demonstrate the potential of using reading errors and disfluencies for predicting CI in people with PD. We first evaluate the use of error and disfluency features extracted from manual CHAT transcripts. We find that these features could be used in a regression framework to predict MoCA scores, where predicted and ground truth scores are correlated with CCC=0.61. We analyze the learned beta coefficients to understand the complex error and disfluency patterns resulting from CI. We then move to more automated approaches, finding that although these approaches have small differences in how they detect errors and disfluencies, compared to the manually extracted case, the features still predict CI (CCC=0.64 and 0.47). In future work, we will explore methods to bridge the gap between the manual and automated approaches for detecting and labeling errors and disfluencies. We will also investigate using more detailed labels, such as classifying insertions as revisions, repetitions, and filled pauses. Finally, we will analyze how errors and disfluencies change as a function of CI for people without PD. We hypothesize that these features will be sensitive to cognitive decline for people without PD, but the specific error and disfluency patterns may differ. The framework introduced in this work has the potential to enable this future analysis of how cognition modulates speech.
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