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Abstract
Estimating continuous emotional states from speech as a function of time has traditionally been framed as a regression problem. In this paper, we present a novel approach that moves the problem into the classification domain by discretizing the training labels at different resolutions. We employ a multi-task deep bidirectional long-short term memory (BLSTM) recurrent neural network (RNN) trained with cost-sensitive Cross Entropy loss to model these labels jointly. We introduce an emotion decoding algorithm that incorporates long- and short-term temporal properties of the signal to produce more robust time series estimates. We show that our proposed approach achieves competitive audio-only performance on the RECOLA dataset, relative to previously published works as well as other strong regression baselines. This work provides a link between regression and classification, and contributes an alternative approach for continuous emotion recognition.
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1. Introduction
Estimating a speaker’s affective state over time has a wide range of real-world applications and is a problem of great interest in the emotion recognition community [1, 2]. The emotional state at each time step is typically encoded as a point in the latent dimension space, usually consisting of arousal, valence, and dominance [3]. The 2015 and 2016 Audio-Visual Emotion Challenge (AVEC) [4, 5], conducted on the Remote Collaborative and Affective Interactions (RECOLA) dataset [6], provided a common platform for evaluating machine learning methods for continuous emotion recognition. The objective of the challenge was to make temporal predictions of continuous arousal and valence values given audio, video, and physiological data. We focus exclusively on audio in this work.

Given the continuous nature of the labels, existing works have mostly tackled this task as a regression problem, training systems to output the exact arousal(valence) values. Yet, a common method in dimensional emotion recognition is to quantize the latent dimension into different levels of intensity [7–12]. This helps simplify the modeling problem at the cost of reduced label resolution. We argue that a similar idea can be used to improve performance on RECOLA. Instead of predicting the exact values, the system can be trained to output a sequence of classes corresponding to coarse levels of arousal/valence. Labels with different coarseness might provide complementary information and can be modeled jointly with multi-task learning (MTL). This approach is promising given the relatively small amount of training data and the inherent label uncertainty.

Our approach consists of three primary steps. Firstly, we map the continuous label values onto a small set of discrete emotion classes using k-means. Secondly, we train a multi-task deep bidirectional long short-term memory (BLSTM) recurrent neural network (RNN) with cost-sensitive Cross Entropy (CE) loss to jointly predict label sequences at different resolutions. Finally, we employ a decoding framework that incorporates an emotion “language model” to produce more robust time series estimates. We show that this approach gives competitive performance on RECOLA, outperforming the audio-only baseline [5] by a large margin with minimal feature engineering. The contribution of this work lies in the novel problem formulation, the introduction of cost-sensitive CE loss to exploit inter-class relationship, and the emotion decoding framework that can leverage known temporal patterns in the label sequences.

2. Related Work

2.1. AVEC Approaches
All participants in AVEC 2015 and 2016 utilized features from multiple modalities and, except for the baseline papers [4,5], reported audio results only on the development set. In this section, we review some of the approaches taken for continuous emotion recognition on RECOLA using audio features.

The baseline approaches involved extracting the extended Geneva Minimalistic Acoustic Parameter Set (eGeMAPS) [13], a relatively small, manually engineered feature set of acoustic low-level descriptors (LLDs), trained with Support Vector Regression (SVR) [4, 5] and linear fusion with various types of neural networks [4]. The winner of AVEC 2015, He et al., utilized a comprehensive set of 4684 features including energy, spectral, and voice-related features, followed by feature selection and BLSTM training [14]. The best performer of AVEC 2016, Brady et al., used SVR trained on sparse-coded higher-level representations of various types of audio features [15]. Povolny et al. trained a set of linear regressors on eGeMAPS augmented with deep bottleneck features from Deep Neural Network (DNN) acoustic models [16]. Trigeorgis et al. trained a convolutional RNN directly on raw waveform [17]. However, they used non-public portions of RECOLA and evaluated on a larger test set, making the results non-comparable.

Unlike these works, which tackled the problem as a regression task, our work approaches the problem from a classification perspective. Further, our system utilizes simple log Mel filterbank coefficients instead of manually engineered features.

2.2. Discretization of Continuous Emotion Labels
Discretization is a commonly employed method to simplify the modeling problem when dealing with continuous dimensional emotion values. Wöllmer et al. tackled arousal/valence prediction as a 4- or 7-class classification task [7, 9]. Meng and Bianchi-Berthouze tackled 2-class prediction for arousal,
valence, expectation, and power by modeling each class as a Hidden Markov Model (HMM) state [11]. Similar approaches are also common in the music emotion recognition literature. Zhang et al. used Affinity Propagation (AP) to cluster the 2D arousal/valence space, and manually mapped each cluster to a fixed arousal/valence value [8]. Yang et al. and Zhang et al. discretized the arousal/valence space into a G×G grid and modeled each label as a distribution over grid cells [10, 12].

A common theme among these works is that the discretization scheme is consistent with the evaluation metric. By contrast, both the ground-truth labels and the evaluation metric in this work are fully continuous, making it more difficult for discretization-based methods to achieve similar performance.

2.3. BLSTM and Speech Emotion Recognition

In this section, we give a quick overview of BLSTM and its applications in emotion recognition. A standard LSTM-RNN layer receives an input vector sequence \( x = (x_1, \ldots, x_T) \) and produces a hidden vector sequence \( h = (h_1, \ldots, h_T) \):

\[
(h_t, c_t) = \mathcal{H}(c_{t-1}, h_{t-1}, x_t)
\]

where \( h_t \) and \( c_t \) are the hidden and cell activation vectors at time step \( t \), and \( \mathcal{H} \) is the LSTM activation function [18]. BLSTM-RNN is an extension to this architecture, which adds a parallel LSTM-RNN layer that processes the input sequence backward:

\[
(h_t, c_t) = \mathcal{H}(c_{t-1}, h_{t-1}, x_t)
\]

The output of a BLSTM-RNN layer is the concatenated hidden vector \( h_t = [h_t; h_t] \). Multiple BLSTM-RNN layers can be stacked on top of each other to create a deep BLSTM-RNN architecture. Finally, an output layer can be added:

\[
y_t = W_{xh} h_t + W_{yh} h_y + b_y
\]

where \( W_{xh} \) and \( W_{yh} \) are the hidden-output weight matrices and \( b_y \) is the bias vector. For classification tasks, softmax normalization is applied to the output vector \( y_t \).

BLSTM-RNN’s primary advantage is its ability to model long-range temporal dependencies [18]. This architecture has achieved state-of-the-art performance on various automatic speech recognition benchmarks (e.g., [19–21]). We use the Kaldi toolkit [22] to extract 40-dimensional log Mel filterbank coefficients for each utterance, using a 25ms window and 10ms frame shift. We concatenate every four consecutive frames together to ensure that the features, which are now 160-dimensional and span 40ms, align with the labels. Finally, we perform per-utterance z-normalization on the features.

4. Methods

In this section, we will discuss three major components of our methods: (1) label discretization, (2) BLSTM-RNN training, and (3) emotion decoding. We will also describe two regression systems to compare with our proposed approach.

4.1. Label Discretization

The motivation behind label discretization is that raw dimensional emotion values are noisy, making it difficult to train regression models to predict the exact numbers. An alternative method is to divide these values into several discrete groups corresponding to different levels of arousal/valence. This approach can simplify the modeling process, converting the original regression problem into a discrete classification task. However, it may result in less accurate labels due to the loss of resolution.

There is no consensus in the literature as to what the best discretization technique is. One common method is to quantize the continuous values into equal-length segments on the arousal/valence axis. We found that this method led to extreme class imbalance, which is known to cause difficulties for classification. Instead, k-means can be used to partition arousal/valence values into several clusters, resulting in a more balanced class distribution. We can approximate the time series by replacing each label with the mean of the cluster to which it belongs. We will investigate other discretization techniques in future work.

We perform k-means clustering on all continuous labels of arousal/valence in the training and development set, with the number of clusters set to 4, 6, 8, and 10. Intuitively, few clusters are easier to model but do not approximate the original labels as accurately, whereas many clusters can reconstruct the labels accurately but are difficult to model due to data sparsity. Figure 1 shows the discretization results for valence using 4 and 10 clusters.

<table>
<thead>
<tr>
<th>Clusters</th>
<th>Arousal</th>
<th>Valence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CCC</td>
<td>RMSE</td>
</tr>
<tr>
<td>4</td>
<td>0.953</td>
<td>0.057</td>
</tr>
<tr>
<td>6</td>
<td>0.978</td>
<td>0.040</td>
</tr>
<tr>
<td>8</td>
<td>0.987</td>
<td>0.031</td>
</tr>
<tr>
<td>10</td>
<td>0.991</td>
<td>0.025</td>
</tr>
</tbody>
</table>

Table 1: K-means discretization reconstruction accuracy.
10 clusters. As can be seen, this approach has a clipping effect on extreme continuous values. Table 1 lists the CCC and RMSE between the original and reconstructed time series (concatenation of all training and development utterances). High CCC and low RMSE can be achieved with as few as 4 clusters, demonstrating the potential of this discretization approach.

### 4.2. Multi-Task Deep BLSTM-RNN Classifier

After discretization, each continuous arousal/valence value is converted to four discrete class labels corresponding to the four k-means clustering configurations. We employ a multi-task BLSTM-RNN architecture (Figure 2) to model these four labels jointly, motivated by prior work demonstrating that MTL can improve performance if the component tasks are closely related [23–26]. Each task produces a sequence of class labels, which can be mapped to fixed arousal/valence values based on the cluster means. The final output of the network is the averaged arousal/valence values across all tasks. This helps increase the resolution and smoothness of the reconstructed labels, but will tend to push them toward more moderate values.

We train the network to minimize the total cost-sensitive CE (CCE) loss across all tasks. The target probability distributions are encoded as one-hot vectors (1 at the correct class index, 0 everywhere else), which help simplify the loss function:

\[
C_{CCE} = -\sum_{t=1}^{T} \sum_{f=1}^{F} C(y_{tf}, l_{tf}) \log y_{tf}(l_{tf})
\]  

where \(T\) is the number of tasks, \(F\) is the total number of feature frames, \(C\) is the cost function, \(y_{tf}\) is the model’s output probability distribution for frame \(t\) and task \(f\), \(l_{tf}\) is the correct class index for frame \(t\) and task \(f\), and \(y_{tf}(l_{tf})\) is the output probability of the correct class for frame \(f\) and task \(t\). In regular CE loss, the cost function \(C\) is simply the constant 1. In our work, we leverage the fact that classes are spatially related as they correspond to different levels of arousal/valence. We use a cost function that places more weight on frames whose prediction is farther from the correct class label:

\[
C(y_{tf}, l_{tf}) = 1 + \frac{\arg\max_{l} y_{tf}(l) - l_{tf}}{N_t}
\]

where \(N_t\) is the number of classes in task \(t\). We found that CCE led to more stable training compared to regular CE.

Training deep BLSTM-RNN on small datasets is challenging. We found that the following choices were crucial for this task. One, we train the network using the Adam optimizer [27] with a minibatch size of one utterance and full Backpropagation Through Time (BPTT). Two, we employ a 2-stage early stopping approach. In the first stage, the network is trained for an initial 20 epochs with a 0.002 learning rate, and the best model parameters (measured in CCC on the development set) are saved. In the second stage, the learning rate is halved after every epoch if the development CCC does not improve. This continues until the learning rate drops below 0.00001 or the total epochs exceed 40. This approach is especially important for valence, which takes longer to converge than arousal. Three, we scale the model output by the inverse of the class priors computed from training labels, followed by renormalization. This is a common technique for handling unbalanced class distributions.

We fix the BLSTM-RNN layer size at 160 (80 for forward, 80 for backward). The number of BLSTM-RNN layers (3, 4, or 5) and L2 regularization weight (0.0 or 0.00002) are cross-validated based on the development CCC. To help reduce training variation, each hyperparameter combination is run three times with different random seeds. The averaged prediction across these three runs is used for final testing and validation.

#### 4.3. Emotion Decoding

The output of each task in our BLSTM-RNN is a sequence of probability distributions over classes. The end goal is to find a sequence of classes, which we can use to reconstruct the time series through the cluster means. The simplest way to achieve this is to select the class index with the highest probability for each frame. However, this approach does not take advantage of the fact that the label sequence is slow-moving; as a result, it may lead to erratic label transitions. Meng and Bianchi-Berthouze made a similar observation and tackled the decoding problem as finding the best path through a 2-state HMM [11].

We adopt this idea and model each class as a HMM state. The transition probabilities between states govern the short-term temporal property of the output sequence; they can be estimated from the training labels. We further extend this idea by incorporating an emotion “language model” to control the long-term temporal patterns of the label sequence. Each frame can be thought of as belonging to a larger emotion region. Hence, the frame labels define a sequence of regions, with each region spanning multiple frames. In this work, we define a region simply as a segment of frames belonging to the same class (i.e., HMM state). Let \(B(I)\) be a function that takes as input a sequence of frame labels \(I\) and collapses identical adjacent labels to produce a sequence of region labels. The emotion decoding problem\(^1\) can then be formulated as:

\[
I^{*} = \arg\max_{I} AM(I) + \alpha LM(B(I))
\]

where \(I\) is iterated over the set of all possible frame label sequences, \(AM\) and \(LM\) are the acoustic and language model scores, respectively, and \(\alpha\) is the LM weight. For a frame label sequence \(I = (l_1, \ldots, l_F)\), the \(AM\) score can be computed as:

\[
AM(I) = \sum_{f=1}^{F} \log y_f(l_f) + \sum_{f=1}^{F-1} \log P(l_{f+1} | l_f)
\]

where \(y_f(l_f)\) is the deep BLSTM-RNN’s output at frame \(f\) for label \(l_f\), and \(P(l_{f+1} | l_f)\) is the probability of transitioning into \(l_{f+1}\) given the previous label \(l_f\). For \(LM\), we employ an n-gram model computed from training and development data.

After BLSTM-RNN training, we sweep over different n-gram language model types (bigram or trigram) and \(\alpha\) values (0, 2, . . . , 14). The best configuration in terms of development CCC is used for final testing and validation.

\(^1\)In practice, this intractable problem is solved using beam search.
4.4. Deep BLSTM-RNN Regressor

In order to evaluate the effectiveness of our proposed approach, we compare it with regression-based approaches. The most directly comparable system is a deep BLSTM-RNN regressor trained with MSE loss, as both MSE and CCE are frame-level objectives. Previous works have reported that using CCC as the objective function consistently outperforms MSE for regression models [16, 17]. In addition to being more in line with the evaluation metric, CCC has the advantage over MSE and CCE in that it is an utterance-level objective that takes into account the overall shape of the time series. We will investigate adapting the CCC objective to the classification paradigm in future work.

We train two deep BLSTM-RNN regression models, one with MSE and one with CCC loss. The training and validation procedures are identical to those described in Section 4.2.

5. Results and Discussion

Table 2 summarizes the development and test CCC for our proposed approaches as well as other works targeting AVEC 2016. CLS-Raw and CLS-Decoded are our classification-based systems without and with emotion decoding, respectively. REG-MSE and REG-CCC are regression models trained with MSE and CCC loss. Compared with previously published results, our classification-based approaches outperform the baseline CCC in Valstar et al. [5] by a large margin for both arousal and valence, and perform favorably compared to Povolny et al. [16] and Brady et al. [15] (in terms of development CCC). CLS-Raw and CLS-Decoded clearly outperform REG-MSE. For REG-CCC, classification-based systems perform better on arousal but worse on valence. As previously discussed, the CCC loss, being an utterance-level objective and in line with the evaluation metric, has considerable advantage over MSE and CCE. Nevertheless, these results demonstrate the efficacy of our classification-based approaches. In future work, we will investigate objective functions that are more suitable for sequence classification.

It can be observed that classification-based approaches achieve high performance on the development set; however, the test improvement is comparatively lower. One of the challenges of this approach is that the cluster means obtained during training may not match the test labels perfectly. We expect this problem to lessen as the size of the training set increases.

Emotion decoding does not have a big impact on arousal, but improves valence performance. We plot the predicted time series for arousal and valence without and with emotion decoding to gain more insights into this result (Figure 3). In both cases, emotion decoding has a smoothing effect on the time series; however, the impact is much more pronounced in valence, which explains the larger CCC improvement. We hypothesize that, similar to in speech recognition, the language model is more effective when the acoustic model is less accurate, as is the case for valence. Compared to other time series smoothing techniques used on this task, such as Gaussian [14] and median [5, 15–17] filtering, our approach has the advantage of being completely data-driven. Future work will compare different smoothing methods in more detail.

6. Conclusion and Future Work

In this paper, we described a novel approach to the AVEC 2016 continuous emotion recognition task by using label discretization, multi-task deep BLSTM-RNN training, and a decoding framework that incorporates an emotion "language model." We showed that our proposed method achieved competitive performance compared to previously published works as well as other strong regression baselines. For future work, we will experiment with alternative discretization techniques and objective functions to further improve the results. We will also evaluate this approach on other datasets to demonstrate its efficacy.
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