Emotion is expressed over both speech and song. Previous works have found that although spoken and sung emotion recognition are different tasks, they are related. Classifiers that explicitly utilize this relatedness can achieve better performance than classifiers that do not. Further, research in speech emotion recognition has demonstrated that emotion is more accurately modeled when gender is taken into account. However, it is not yet clear how domain (speech or song) and gender can be jointly leveraged in emotion recognition systems nor how systems leveraging this information can perform in cross-corpus settings. In this paper, we explore a multi-task emotion recognition framework and compare the performance across different classification models and output selection/fusion methods using cross-corpus evaluation. Our results show the classification accuracy is the highest when information is shared only between closely related tasks and when the output of disparate models are fused.
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1. INTRODUCTION

Emotion can be expressed over many vocal communication domains, including song and speech. Automatic emotion recognition has received increasing attention in recent years because of its various potential applications, such as interactive robots or personal assistants, emotion-aware agents in cars or call centers, computer-enhanced learning, computer games, and information retrieval systems [1]. Since humans can express and recognize emotion across various domains, emotion recognition systems that can perform similarly will have broad application, enabling more natural cross-domain human-computer interaction.

Previous research has focused on both speech and music emotion recognition [2–6]. In recent years, attention has been paid to the commonalities and differences between spoken and sung emotional communication [7, 8]. Our previous work [9] explored ways of building a shared emotion recognition model using both single-task and multi-task approaches, with song and speech as the two tasks. We found that emotion classification systems can benefit from multi-task learning, suggesting that spoken and sung emotion recognition tasks are different, but related, and can be considered together. Finally, previous studies have shown that gender-dependent emotion recognizers outperform gender-independent ones [10–12]. However, the combined influence of domain and gender on emotion recognition systems has not been analyzed yet.

In addition, there has been growing interest in studying the cross-corpus generalizability of speech emotion recognition to face the challenges brought by the differences in speakers and recording conditions in real-life applications [13–17]. Schuller et al. found that speaker-dependent normalization works better than corpus-level normalization [13]. Lefter et al. [14] and Schuller et al. [15] found that cross-corpus performance could be improved by combining databases and fusing classifiers. Schuller et al. also found that cross-corpus performance improves when systems select prototypical data, defined as datasets with large distances between class centers and as instances close to the corresponding class center [16]. Peng et al. [17] found that transferring feature representations from one corpus to another using Maximum Mean Discrepancy Embedding (MMDE) optimization and dimensionality reduction is beneficial to cross-corpus classification accuracy. However, although joint emotion recognition from speech and song introduces additional sources of variation, analysis on the cross-corpus generalizability of multi-domain emotion classification models is still missing.

In this work, we conduct cross-corpus evaluation on two datasets that contain sung and spoken emotion expressions. We build emotion recognition models that work for both domains (speech and song) and genders (female and male). We define a task as emotion recognition in a domain-gender pair, for example, female-speech and male-song. We recognize emotion from acoustic singing and speaking using four different models: (1) a simple model, where a single classifier is built using data from all four tasks; (2) a single-task (ST) model, where a separate classifier is built for each task; (3) a multi-task feature selection/learning (MTFS/MTFL) model, where all the four tasks are considered to be related; (4) a group multi-task feature selection/learning model (GMTFS/GMTFL), where tasks grouping is also learned, and only tasks within the same group share information with each other. The terms “feature selection” and “feature learning” in the model names specify whether the regularizer enforcing sparsity is imposed on the original feature space or transformed feature space, respectively. Excepting the simple model, all models learn $T$ weight vectors, one for each task (e.g., female-song), and output $T$ predicted labels for a given test instance for a specific classification problem. We propose five methods to fuse the $T$ labels into a final predicted label: (1) oracle, where we assume that the task associated with the test data is known; (2) decision tree (DT), where we predict the task of the testing data; (3) majority vote (MV), where we perform a majority vote over the $T$ labels; (4) weighted majority vote (WMV), where the voting is weighted by a measure of confidence; (5) maximum distance (MD), where the most confident decision is selected. No prior knowledge about the task of test data is needed aside from the baseline “oracle” method. We solve the multi-class classification problem as the combination of one-against-one binary classification problems (e.g. angry vs. happy and angry vs. sad). Fig. 1 illustrated our proposed method for one pair of emotion. The
The results show that the GMTFS model works the best among all models, which suggests that the tasks (domain and gender) are generally related and that some of the tasks have closer relationships than others. The weighted majority vote achieves the highest performance among all output selection/fusion methods, including oracle. This indicates that a task (e.g. emotion recognition for female-song) in one corpus is not identical to the same task in another corpus. The novelty of this paper includes: (1) an investigation into the influence of communication domain and gender on emotion recognition; (2) an analysis of the generalizability of cross-corpus and cross-domain emotion recognition; (3) an exploration into output selection/fusion methods when the the task of the test data is not known.

3. METHODOLOGY

3.1. Feature Extraction

We extracted the 65 frame-level acoustic low level descriptors (LLDs) described in the Interspeech 2013 Computational Paralinguistics Evaluation (ComParE) feature set [20], using openSMILE [21]. We extracted statistics, including mean, standard deviation, max, min, range, interquartile range, mean absolute deviation, skewness and kurtosis from the non-silence part of the LLDs and delta LLDs, to generate the 1170 utterance-level acoustic features. We applied performer-dependent z-normalization to the utterance-level features, such that in both datasets, each feature of each performer has zero mean and standard deviation of one. This method was demonstrated to outperform other normalization methods in [13].

3.2. Classification Models

We solve the multi-class emotion classification problem using the one-against-one strategy. Six binary classifiers were trained, one for each pair of emotions. The final label of each binary classifier gives one vote to the winning class and the data was labeled with the most voted class. In the case of ties, the class with the smallest index is selected. We present four models for the binary classification problem of each emotion pair: the simple model, the single task (ST) model, the multi-task feature selection/learning (MTFS/MTFL) model, and the group multi-task feature selection/learning (GMTFS/GMTFL) model.

The simple model is the same as the method used in [13] for cross-corpus acoustic emotion recognition of speech. It builds a sin-
ingle emotion classifier using a support vector machine (SVM) with a linear kernel using all utterances in RAVDESS as training data. In the ST model, the MTFS/MFTL model and the GMTFS/GMTFL model, the utterances of the training data were split into four different tasks, one for each domain-gender pair. Emotion classification tasks were generated for female performers singing, male performers singing, female performers speaking and male performers speaking. In the ST model, a separate SVM emotion classifier with linear kernel was created for each task. The MTFS/MFTL and the GMTFS/GMTFL models are described in the following sections.

3.2.1. The MTFS/MFTL Model

The MTFS/MFTL model is based on the method introduced in [22, 23]. It considers the tasks as related problems, which contrasts with the ST model’s assumption that the tasks are independent. It learns a common representation across tasks using a $L_{2,1}$-norm regularizer, which both couples the tasks and enforces sparsity of the learned weights for the features.

The multi-task learning algorithm in [22, 23] has two settings: (a) feature selection and (b) feature learning. In our paper, MTFS and MFTL correspond to setting (a) and (b), respectively. In (a), regularization is imposed directly on the weight matrix of the features, and the objective function for the multi-task learning problem is given by Eq. (1). The first term of Eq. (1) is the summation of the loss, $L$, across all $T$ tasks, where $m_t$ is the amount of training data in task $t$, $y_{ti}$ is the output label of the $i$th training data of task $t$, and $w_t, x_{ti}$ is the inner product of $w_t$ (weight vector of task $t$) and $x_{ti}$ (ith training data of task $t$, with dimensionality $d$). The second term is a regularization term, where $\gamma$ is the regularization parameter, $W$ is a $d \times T$ matrix with column $w_t$, and the $\|W\|_{2,1}$ is the $L_{2,1}$-norm.

$$\min_W \sum_{t=1}^{T} \sum_{i=1}^{m_t} L(y_{ti}, \langle w_t, x_{ti} \rangle) + \gamma \|W\|_{2,1}$$

(1)

In (b), it is assumed that $W = UA$, where $U$ is a $d \times d$ matrix with orthogonal columns that can transform the original feature space into a new space with an orthogonal basis, and $A$ is the $d \times T$ weight matrix for the transformed feature space. The $L_{2,1}$-norm is imposed on $A$ instead of $W$. Therefore, the corresponding objective function of the multi-task classification problem becomes

$$\min_{U,A} \sum_{t=1}^{T} \sum_{i=1}^{m_t} L(y_{ti}, \langle a_t, U^T x_{ti} \rangle) + \gamma \|A\|_{2,1}$$

(2)

In both settings, the convex loss function $L$ can be freely chosen. In this paper, we use hinge loss, such that $L(y_{ti}, \langle w_t, x_{ti} \rangle) = \max(0, 1 - y_{ti} \langle w_t, x_{ti} \rangle)$. The convex equivalencies of Eq. (1) and Eq. (2) can be solved by iteratively performing the supervised step for task-specific optimization and the unsupervised step for learning the common sparse representations across the tasks. The former step is given by

$$w_t = \text{argmin}_{w_t} \sum_{i=1}^{m_t} L(y_{ti}, \langle w_t, x_{ti} \rangle) + \gamma \langle A_t, D^{-1} w_t \rangle$$

(3)

where $D$ is initialized as $D = \frac{I}{\epsilon}$. Solving (3) is equivalent to solving the linear SVM with a variable transformation trick. The latter step is updating $D$ by Eq. (4) (setting (a)) or Eq. (5) (setting (b)). The $w^t$ in Eq. (4) refers to the $i$th row of $W$, and the $\epsilon$ in (5) is a small perturbation parameter used to ensure the convergence of the problem. Note that $D$ is diagonal in Eq. (4), but not in Eq. (5).

This is because in (a), the features are only “chosen” by sparsity, not transformed to a new feature space, as in (b).

$$D = \text{Diag}(\lambda), \text{where } \lambda' = \frac{\|w^t\|_2}{\|W\|_{2,1}}$$

(4)

$$D = \frac{(WW^T + \epsilon I)^{\frac{1}{2}}}{\text{trace}(WW^T + \epsilon I)^{\frac{1}{2}}}$$

(5)

3.2.2. The GMTFS/GMTFL Model

While the MTFS/MFTL models consider all tasks to be related, the GMTFS/GMTFL model assumes that the tasks can be clustered into groups, and only the tasks in the same group share information. This model uses an algorithm proposed in [24], which is formed as a mixed integer programming problem. The problem can be solved by iteratively performing two steps: (a) solving the multi-task learning problem as in Eq. (1) or Eq. (2) for each group of tasks, and (b) identifying the optimal group assignments. The optimal number of groups $G$ is not known a priori and is treated as a hyper-parameter.

In this paper, we use both the feature selection setting and the feature learning setting for step (a), which results in two corresponding versions of the group multi-task learning: the GMTFS model and the GMTFL model. As step (b) is not a convex problem, the final solution could be a local optimum. We address this problem by training multiple times. We determine the final output labels using a suite of methods, discussed in detail in section 3.3.

3.3. Output Selection/Fusion Methods

All models, other than the simple model, learn multiple sets of weight vectors for a specific classification problem (i.e., a pair of emotion). Although it is common in the literature to assume that the tasks of the test data are known [22–24], only our oracle method (discussed below) makes this assumption. The decision tree (DT), majority vote (MV), weighted majority vote (WMV), and maximum distance (MD) methods make no such assumption. The selection/fusion methods are defined as follows:

- **Oracle** assumes that the domain and gender information are known. It outputs the estimated emotion class associated with the known task. The GMTFS/GMTFL identifies a final label by performing a majority vote over the five runs. This approach is used as the baseline.
- **DT** trains a domain classifier and a gender classifier using SVM with a Radial Basis Function (RBF) kernel. First, the domain and gender of the test data are identified. Second, the emotion is identified using the task-appropriate model. Again, the GMTFS/GMTFL identifies a final label by performing a majority vote over the five runs.
- **MV** performs majority vote over the output of all tasks and selects the most voted label. In the case of a tie, the label with the smaller index was returned.
- **WMV** is similar to MV, but each vote is given a weight defined as the distance to the decision hyperplane.
- **MD** adopts the output label associated with the largest distance to the hyperplane over all tasks and runs.

4. RESULTS AND DISCUSSION

We use RAVDESS as the training data and UMSSESD as the test data, because the amount of data in the latter one is insufficient for training when split into four tasks. The hyper-parameters of the models were
which first transforms features onto a new space with orthogonal basis directly on the original feature space, works better than GMTFL, the performance of emotion recognition systems can be improved by using these methods with multi-task learning. We hypothesize that this occurs because the lexical information in speech, rather than the emotion information, is dominant. Consequently, the transformation process obscures the information of interest. Past work [26] has also found that PCA leads to loss of information in emotion recognition.

We found that weighted majority vote was the most effective output selection/fusion strategy, followed by maximum distance. The unweighted version of the majority vote has a lower accuracy than the weighted version. Oracle has a slightly higher performance than DT, indicating that knowledge of the “correct” task is advantageous. However, it is interesting to see that we can achieve an average performance gain of 4.17%, 7.62% and 6.79% by using MV, WMV and MD, respectively, compared to oracle. This may suggest that the tasks in the training set are not guaranteed to have a one-to-one correspondence to tasks in the testing set, due to the differences in recording conditions, performers, lexical content and melodic content. Another possibility is that the variability of the training data is not sufficient to make the learned classifiers good representatives of the tasks. Interestingly, while ST with oracle or DT has the lowest accuracy among all methods, ST with MWV achieves the second best result. The reason might be that by fusing the outputs, the prediction is not only based on a single task, but also takes the knowledge from other tasks into account.

5. CONCLUSION AND FUTURE WORKS

In this paper, we present a multi-task learning approach to recognizing emotion from song and from speech. We consider four different models: the simple model, the single-task model, the multi-task feature selection/learning model, and the group multi-task feature selection/learning model. These models correspond to the assumptions that the tasks are identical, independent, related, or partially related, respectively. We propose five different output selection/fusion methods, including oracle, decision tree, majority vote, weighted majority vote and maximum distance. We performed experiments in a cross-corpus setting, using RA VDESS as training data and UMSSED as test data to study the generalizability of the models and methods.

Among all models, group multi-task feature selection achieves the highest accuracy. This suggests that some tasks are more closely related than others, and sharing information only among closely related tasks is beneficial. A limitation of this work is that we are not able to get a static grouping for the tasks, because the GMTFS/GMF TL is non-convex and has unstable outputs. We are interested in measuring task relatedness explicitly in future work. In addition, it would also be interesting to explore the situation when only domain or gender is used as task-separator, and the performance of knowledge-based grouping (e.g. grouping by gender or domain) compared to data-based grouping as in the GMTFS/GMF TL model.

Among all labeling methods, the weighted majority vote works the best. The fact that this method is advantageous, compared to the oracle method, reveals that the one-to-one correspondence in the training and testing tasks is not guaranteed, due to dataset differences or insufficient variability in the training data. It will be interesting to continue to explore this problem by testing over additional datasets, treating dataset as an additional task separator.

Finally, cross-corpus classification is closely related to domain adaptation and transductive transfer learning [27]. There have been many works studying ways to improve performance in this setting, such as importance sampling and re-weighting methods like kernel-mean matching [28] and feature representation transferring with denoising autoencoder [29, 30]. Our future work will involve combining these methods with multi-task learning.
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