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Welcome!

We are the Graph Exploration and Mining at Scale (GEMS) lab at the University of Michigan,
founded and led by Danai Koutra. Our team researches important data mining and machine March 2019
learning problems involving interconnected data: in other words, graphs or networks.

April 2019

From airline flights to traffic routing to neuronal interactions in the brain, graphs are ubiquitous

, . . ) . e ! January 2019
in the real world. Their properties and complexities have long been studied in fields ranging
from mathematics to the social sciences. However, many pressing problems involving graph
data are still open. One well-known problem is scalability. With continual advances in data
ol generation and storage capabilities, the size of graph datasets has dramatically increased, December 2018
making scalable graph methods indispensible. Another is the changing nature of data. Real
M a rI e n a D u d a graphs are almost always dynamic, evolving over time. Finally, many important problems in the

social and biological sciences involve analyzing not one but multiple networks. December 2018

So, what do we do? g

The problems described above call for principled, practical, and highly scalable graph
mining methods, both theoretical and application-oriented. As such, our work connects to August 2018
fields like linear algebra, distributed systems, deep learning, and even neuroscience. Some of

our ongoing projects include:
August 2018

Algorithms for multi-network tasks, like matching nodes across networks - M :
| icrosoft

Learning low-dimensional representations of networks in metric spaces

Abstracting or “summarizing” a graph with a smaller network hay2012 .. AZU re
Analyzing network models of the brain derived from fMRI scans

Distributed graph methods for iteratively solving linear systems May 2018

\ Network-theoretical user modeling for various data science applications amazon

’ - B We’re grateful for funding from Adobe, Amazon, the Army Research Lab, the Michigan Institute April 2018 -
M a rk H el m a n n & for Data Science (MIDAS), Microsoft Azure, the National Science Foundation (NSF), and Trove. YUJ u n Ya n




Networks are every

i

}%

\AJ |
&) L‘ 02

where!

difilld

. S E e = |
B o A . -




... and they’re growmg\\qwckly'

> wy 230059
B G ek

IDG?‘ _—

A >288M users JaCI N 6I\/I ratlngs dally ’
@‘%’v@w“ﬂ ""A G‘D Q‘in 2" ) = yrogedd > 1‘: [3] :

Famey ‘
- 'S

The o

e S




Many (small- or medium-sized) networks
Pattern mining in many temporal networks Graph similarity / classification

Pattern mining /
search against a DB

% GEMS LAB 5



Many (small- or medium-sized) networks

Networks are everywhere
...but are not always directly observed!

How can we
(1) infer networks from other data,
(2) summarize large collections of networks and
(3) interpret the underlying phenomena efficiently?

M e us



Talk Outline

»- Network inference from non-network data [[cov'17, kKals 18] ,«\/\\A [> ;{;'

« Domain-aware summarization [Icom17] @

* NN-based summarization for interpretation [Kpp19]

S

Based on:

« T. Safavi, C. Sripada, D. Koutra. Fast Network Discovery on Sequence Data via Time-Aware Hashing. KAIS’18.

T. Safavi, C. Sripada and D. Koutra. Scalable Hashing-Based Network Discovery. IEEE ICDM’17

Di Jin and Danai Koutra. Exploratory Analysis of Graph Data by Leveraging Domain Knowledge. IEEE ICDM’17

Y. Liu, T. Safavi, A. Dighe, D. Koutra. Graph Summarization Methods and Applications: A Survey. ACM Computing Surveys ‘18.

* Y. Yan, J. Zhu, M. Duda, E. Solarz, C. Sripada, D. Koutra. GroupINN: Grouping-based Interpretable Neural Network-based
Classification of Limited, Noisy Brain Data. ACM KDD’19.

% GEMS LAB /



Network Inference

Given: indirect, possibly noisy measurements with
unobserved interactions
 Heconstruct: a network

1. fMRI scans 2. Time series 3. Brain network

[Survey by Brugere, Gallagher, Berger-Wolf. ACM Computing Surveys 2018.] 8




2. Fully-connected weighted
network

Traditional Approach
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1. N time series
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Traditional Approach 2. Fully-connected weighted
network

4 o 0\

1. N time series 3. Sparse graph

% GEMS LAB 10



Traditional Approach 2. Fully-connected weighted
network

e = - '\

All-pairs correlation Drop edges below threshold 6

1. N time series 3. Sparse graph

% GEMS LAB [Smith (2001) (https://users.fmrib.ox.ac.uk/)]  [BrainNetViewer, Beijing Normal University] 11



2. Fully-connected weighted

Traditional Approach
raditional App network

/—bo

All-pairs correlation o Drop edges below threshold 0

Widely used in many o

domains, interpretable,
but...

1. N time series 3. Sparse graph

% GEMS LAB 12



Traditional Approach 2. Fully-connected weighted
network

All-pairs correlation o Drop edges below threshold 6

A 0

. O(N2) o
comparisons

C

1. N time series 3. Sparse graph

M cems e 13



Proposed Approach

2. Hash sequences o

m 3. Sparse graph

ash function Buckets 14

1. N time series
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Proposed ABC measure
or Approximate Binarized Correlation

- Emphasize between sequences
* over pointwise comparison
« Capture variable-length runs between series

» Similarity score s: sum of p geometric series, each of length k;

el 1 1M1 O O Qe

y: NS 1 pame 1

1+0)’+(1+a) il (1+a)°+(1+0a) +(1+a)?

% GEMS LAB é [Tara Safavi, et al. IEEE ICDM’17 and KAIS’18] g 15

O<a << 1
consecutiveness
weighting factor




Proposed ABC measure
or Approximate Binarized Correlation

- Emphasize between sequences
» Similarity score s: sum of p geometric series, each of length k;

1 11 O OV
y: ESE 1 g 1

14+a)°+(1+e) ol (1+)°+(1+a) +(1+a)
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Proposed ABC measure
or Approximate Binarized Correlation

- Emphasize between sequences
» Similarity score s: sum of p geometric series, each of length k;

1 1[0 0 o[y
el 1 1M1 0 ol

14+a)°+(1+e) ol (1+)°+(1+a) +(1+a)

M ED(x,y) = 11.1 ED(x, z) = 10.0 ED(y, z) = 10.0
CSE GEMS A2 ABC(b(x), b(y)) = 20.4 ABC(b(x), b(z)) = 50.4 ABC(b(y), b(z)) = 50.4



Proposed ABC measure
or Approximate Binarized Correlation

- Empirically, a good estimator of correlation coefficient
« Similarity scores s correlate well with

* Added benefit of time-aware hashing
* LSH requires a : satisfies triangle inequality
» ABC distance is a metric ( )

M GEMSLAB B [Tara Safavi, et al. IEEE ICDM’17 and KAIS'18] ¥



Locality Sensitive Hashing

* Hash data s.t. similar items likely to collide

* Family of hash fns F: (d4, d,, p4, p»)-sensitive
» Control false negative/positive rates

* Parameters
* b: number of hash tables, increases p;

* I number of hash functions to Original data + Hash Hash table
concatenate, lowers p, hash function signatures  buckets

111001
011001

101001

\*x7/
=/

gth&h4

% GEMS LAB é [Tara Safavi, et al. IEEE ICDM’17 and KAIS’18] g 19



Proposed LSH Family

. sampling LSH family

Hash Hash table
signatures buckets

Original data +
hash function

x111001 !
y:011001 1 |xv]
22101001 1
K=2 E ‘_’
g={ hy&hy} E
o d, _ d, i "
The new family is (d,d,, 1 —a a1’ 1—a (1+a)"—1)) sensitive

M %GEMSLAB B [Tara Safavi, et al. IEEE ICDM’17 and KAIS'18] ¥



Question 1: Scalability

Penn (synthetic) StarLightCurves

—— Pairwise corr.
+— ABC-LSH

)* - —w— Pairwise corr.
+— ABC-LSH
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ABC-LSH is up to 2-15x faster than pairwise correlation.

% GEMS LAB é [Tara Safavi, et al. IEEE ICDM’17 and KAIS’18] g 51



Question 2: Task-based Evaluation

* Logistic regression classifier, 10-fold stratified CV

r r— @ *Q @ Labels =
-- o ofmenta
= disease
g <
) e | [ e
1
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4 Predicted health
| ]
5 <
EEEEE
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Question 2: Task-based Evaluation

- | Total time: >1 hr
~10x faster than Corr

- ‘fr\c
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Avg Clustering Coef.
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~2x faster than Corr

1SN

P
@)
©
—~
=)
@)
@)
<
O
(@)
©
—~
>
<

g

X Corr  4p ABC-LSH
ABC

Avg Path Length

500 1000 1500 2000 2500 3000 3500 4000 4500 Pairwise Pairwise ABC-LSH Pairwise Pairwise ABC-LSH
Runtime (sec) corr. ABC corr. ABC

ABC-LSH approximates the average properties of graphs well,
while being >=10x faster than correlation.

% GEMS LAB é [Tara Safavi, et al. IEEE ICDM’17 and KAIS’18] g 53



ABC-LSH: More Applications

* |dentify users with similar behaviors,
* |dentify regions with similar traffic,
* |dentify anomalous patterns in computer networks Google

@ hitps://github.com/tsafavi/hashing-based-network-discovery

% GEMS LAB E [Tara Safavi, et al. IEEE ICDM’17 and KAIS’18] g 24


https://github.com/tsafavi/hashing-based-network-discovery

Talk Outline

 Network inference from non-network data

»- Domain-aware summarization [icom:17; @

* NN-based summarization for interpretation [kpo'19] <@‘g
hd
Based on:

« T. Safavi, C. Sripada, D. Koutra. Fast Network Discovery on Sequence Data via Time-Aware Hashing. KAIS’18.

T. Safavi, C. Sripada and D. Koutra. Scalable Hashing-Based Network Discovery. IEEE ICDM’17

Di Jin and Danai Koutra. Exploratory Analysis of Graph Data by Leveraging Domain Knowledge. IEEE ICDM’17

Y. Liu, T. Safavi, A. Dighe, D. Koutra. Graph Summarization Methods and Applications: A Survey. ACM Computing Surveys ‘18.

* Y. Yan, J. Zhu, M. Duda, E. Solarz, C. Sripada, D. Koutra. GroupINN: Grouping-based Interpretable Neural Network-based
Classification of Limited, Noisy Brain Data. ACM KDD’19.

% GEMS LAB 25



Applications based on “summaries” of features

- Healthy and unhealthy subjects In neuroscience
= Degree
= Clustering coefficient
= Average path length

- Anomaly detection in Youtube graph

= Power laws (degree etc)
= 6-degree of separation

% GEMS LAB 26



One summary does not fit all

Social: Neural:
Twitter, Brain,
Epinions Proteins

Citation:
DBPL, Arxiv

% GEMS LAB 27



EAGLE: Domain-specific Summarization

Given: an input graph & domain knowledge

a collection of
graphs with all
their features

~ind: representative features
with desired properties
(e.g., diversity)

graph invariant
distributions
(PDF)

% GEMS LAB é [Di Jin, Danai Koutra. IEEE ICDM ’17.] 2



Domain-specific Summarization

: ' Intermediate | Output
for summary: CUUstep | [ oo

*  Diverse | Feaweess || SRS
- Concise | o
*  Domain-specific

* Interpretable

- Efficient to compute

argmin A, f1Sef + Ay [[f[lo + A3 (8, Gy, Gy, ..., Gi)
f

diversity conciseness domain specificity

A

4 Y
[ o J

/ https://github.com/DerekDidJin/Domain Knowledge

\ Ny A
A

N

% GEMS LAB é [Di Jin, Danai Koutra. IEEE ICDM ’17.] =


https://github.com/DerekDiJin/Domain_Knowledge

Methods AUC

Avg. feat. values 0.7028
Flattened adj. mat. |[0.1099
Full 0.7147
EAGLE-Fix (6 feat.) |0.7371

Although not designed explicitly for this,
features selected by EAGLE
can be applied to specific tasks,
such as classification,
with promising performance.

% %ZEGEMS LAB é [Di Jin, Danai Koutra. IEEE ICDM ’17.]



Summarizing large networks: Overview  Suwer

“ranged star” attack

InterTediate Output
Summaries | Summaries ey || T

summary of g
]

[ICDM’17,

[SDM’14, 2y KPD19
- KDD:15, o adifte
500 — = " ~DatBullEng’17, T T
w4 ° SNAM’'18 e
Node IDs Timesteps ’ Q*» % ?*

SDM’19, .. ]

S InEUES Summaries §

[ongoing]

Summaries
[KDD’19]




Graph Summarization Methods and Applications: A Survey

YIKE LIU, TARA SAFAVI, ABHILASH DIGHE, and DANAI KOUTRA, University of Michigan,

Graph Summarization
Survey

ics of

nsupervised learning and clustering; + Cor

and Phrases: Graph mining, grap!

Graph Summarization
Applications

Network ) ) *Query Efficiency
type StatIC DynamIC oCOmpression

«Visualization
«Pattern Discovery
Plain *Influence Analysis

Open Problems

summary

original

Structure only Structure + labels Temporal structure il
: : : *Streaming / Related Research Areas:
« Grouping » Grouping « Grouping Incremental graph clustering,
« Compression « Compression « Compression Summarization partitioning, community
 Simplification * Influence * Influence - Automated Insight detection, sampling,
. Influence _ Extraction sparsification, sketches,
. ) Core techniques employed «Evaluation compression

% %GEMS LAB é[Liu, Safavi, Dighe, Koutra. ACM Computing Surveys ’18.]



Talk Outline

* Network inference from non-network data )

* Domain-aware summarization

»- NN-based summarization for interpretation Kpp19]
e

Based on:

« T. Safavi, C. Sripada, D. Koutra. Fast Network Discovery on Sequence Data via Time-Aware Hashing. KAIS’18.

T. Safavi, C. Sripada and D. Koutra. Scalable Hashing-Based Network Discovery. IEEE ICDM’17

Di Jin and Danai Koutra. Exploratory Analysis of Graph Data by Leveraging Domain Knowledge. IEEE ICDM’17

Y. Liu, T. Safavi, A. Dighe, D. Koutra. Graph Summarization Methods and Applications: A Survey. ACM Computing Surveys ‘18.

* Y. Yan, J. Zhu, M. Duda, E. Solarz, C. Sripada, D. Koutra. GroupINN: Grouping-based Interpretable Neural Network-based
Classification of Limited, Noisy Brain Data. ACM KDD’19.

% GEMS LAB 33



Beyond hand-crafted features

* Can we gain further insights into

< Which brain regions and interactions between regions are related to the
phenotype of interest (e.g diseases, traits)?

https://hopes.stanford.edu/the-hopes-brain-tutorial-text-version/brain-lobes/

M %GEMS LAB https://mappingignorance.org/2017/10/30/numerical-cognition-numbers-brain-plasticity/ 34
CSE O https://news.psu.edu/story/349747/2015/03/24/research/more-school-more-challenging-assignments-add-higher-ig-scores



Grouping-based Interpretable NN-based Classification

* Given a set of subjects
< each with its corresponding brain graph and
< a label associated with a certain phenotype

* we seek to devise an efficient, interpretable,
and parsimonious neural network model

+ that can accurately predict each phenotype

% GEMS a8 B3 [Yujun Yan, Jiong Zhu, et al. ACM KDD ’19]



Related Work

* Linear models (PCA, ICA, matrix factorization)

+ Denoising

— Fail to capture non-linear interactions between ROls

- Neural-network models (different variants of GCN)
+ Able to model non-linear interactions between ROIs

— Need many training samples Fast | Parsimonious | Interpretable
— Need many parameters CNN (KDD’17),
_ yP . GraphCNN (NIPS’16) ) X X
— Long time for training GCN (ICLR17), Y X X
— “Black” box DGCNN (AAAI’18)
Diffpool (NIPS’18) V4 X iInadequate
GroupINN (proposed) 4 V4 v
M cemsue B [Yujun Yan, Jiong Zhu, et al. ACM KDD '19] 36




Related Work

+ Denoising
— Fa&
. Can we build an interpretable NN-based model
+ AL that is insensitive to noise, parsimonious and able
N to capture nonlinearities in the prediction task?
— IN¢ "terpretable
— N _
_ i GraphCNN (NIPS’16)
— Long time for training GCN (ICLR7)
— “Black” box DGCNN (AAAI’18)

Diffpool (NIPS’18)

GroupINN (proposed)

M cemsue By [Yujun Yan, Jiong Zhu, et al. ACM KDD '19] =



Challenges Proposed Solutions

Noisy fMRI-based brain graphs Use coarsened brain graphs instead

e (Correlation matrices of the same f th . . 157 h
person at the same day differ O € (nOISIer) original grapns

Small samples of high-dim data Dimensionality reduction with

» A few hundred subjects .

* 10%-108 non-0s in the correlation mat. Supervision

Need for interpretability Pinpoint which connections

- Important for driving scientific discoveries between ROls are indicative to a
(e.qg., relation of activation & cognition) specific phenotype

% GEMS LAB é [Yujun Yan, Jiong Zhu, et al. ACM KDD ’19] i



GroupINN Architecture )

|

Correlation
-based
Network
(with + &

weights)

M cemsue B [Yujun Yan, Jiong Zhu, et al. ACM KDD '19]



M cemsue B [Yujun Yan, Jiong Zhu, et al. ACM KDD '19]



-

Grouping
Layer

Positive G* Positive Gst
Network Supergraph

Correlation

-based
Network Node
weights) [ Layer

M cemsue B [Yujun Yan, Jiong Zhu, et al. ACM KDD '19]



GroupINN Architecture

-

RW-based
. Graph
9 Gt)uplng I Convoluti-
ayer onal Layer
Positive G+ Positive ~ gs+ Positive
Network Supergraph Feature Matrix
Correlation
-based
Network Node RW-based
(with + & Groupin Graph
weights) [ Layper J Convoluti-
onal Layer

M cemsue B [Yujun Yan, Jiong Zhu, et al. ACM KDD '19]



RW-based
Node Graph
Grouping I b
9 L Convoluti-
P ayer onal Layer
Positive G* Positive Gst
Network Supergraph
Correlation
-based
Network Node RW-based
(with + & Groupin Graph
weights) [ Layper J Convoluti-
onal Layer

M cemsue B [Yujun Yan, Jiong Zhu, et al. ACM KDD '19]

Positive Fully
Feature Matrix D] Predicted
—————————————————— Layer Label

2n x 1 Concatenated
Feature Vector




1. Node Grouping Layer: Intuition

o f * Recent findings have shown that
Grouping some ROls are most related to the

Layer

phenotype of interest
— some edges are expected to be
Positive o more indicative

Supergraph

* Node grouping layer:
* “hides” the non-indicative
edges Iinto a supernode and
| Grouping . the

Layer

™M _ , : [Cohen, et al. J Neurosci "16]
M Xreemsias BB [Yujun Yan, Jiong Zhu, et al. AGM KDD "19]  [Gole. et al. Neurolmage '07] 44



1. Node Grouping Layer

* F: learnable common membership matrix

Sq

zi Real valued importance score e \
s, of node i in the prediction task ‘\‘
Interpretabllity ‘
* Nonnegative
* Orthogonal (ideally)
* Nodes in supernode not Supergraph G=
required to be Sy Wy5Sst S5 WooSg
similar/well connected -s,-wm-ss-‘ "‘
Adj. of — FTWF
supergraph

CSE %SGEMS LAB 45



2. RWR-based Graph Conv Layer: Intuition

e Random walks:

e useful tool to

* the RWR scores quantify the
of other nodes to the
selected ones

% GEMS LAB é [Yujun Yan, Jiong Zhu, et al. ACM KDD ’19] i



2. RWR-based Graph Conv Layer

Given the . the RWR scores are
RW-based given by r = (1 — C)(I — CW) -1

Graph

Convoluti-
onal Layer

The largest eigenvalue of cW < 1, thus:

Positive gs+ Positive

Supergraph Feature Matrix | = (1 —_— C)( _|_ CW _|_ CZWZ _|_ )

Rvé;ggf]ed R:(l—c)( + cWQ + c2W? + --)

Convoluti-

onal Layer .
0) 4

M=(1-0)(Q,+ cWQ; +c*W?Q, + - )
% GEMSLAB 47




2. RWR-based Graph Conv Layer

gf If the output Y; of layeriis: Y, = cW?>Y;_;Q; + 1
o 1 comai i Supergraph
A onal Layer adj
Positive gs+ Positive Yl — I + CWSQI + CZWSZQIQI_I —I— oo

Supergraph Feature Matrix

~ M=(1-0)(Qy+cWQ; +c*W?Q, + -+ )

RW-based ¢ DeS i g n :
onal Layer Adding , the output Y; of layer i is:
Y = 0(cW?Y;_1Q; +1)
Nonlinear function

e.g. relu

% GEMS LAB é [Yujun Yan, Jiong Zhu, et al. ACM KDD ’19] 1



@ https://github.com/GemslLab/GroupINN

Constraint Loss

M cemsue B [Yujun Yan, Jiong Zhu, et al. ACM KDD '19] 49


https://github.com/GemsLab/GroupINN

@ https://github.com/GemslLab/GroupINN

Constraint Loss

Membership matrix F

. . Thresholding real matrix F Relu(F)
IS non-negative

Less overlap between

H T _ . I T
supernodes Orthogonal penalty on matrix F ||F'F — diag(diag (F'F)||¢

Variance penalty on the diagonal

- T
elements of FTF Var(diag_part(F "F))

Balanced clusters

Seed nodes should

have positive weights Negative penalty on real matrix Q; Sum(Relu(—Q;))

Prevent overfitting L, penalty on dense layer L,

% GEMS LAB é [Yujun Yan, Jiong Zhu, et al. ACM KDD ’19] o


https://github.com/GemsLab/GroupINN

HUMAN

Data: HCP 1200 release =0 Connectome

» 446-448 subjects
» 264 ROls per subject
+176-405 time points (depending on the task)
JERE
<+ Working memory (WM) — 0-back and 2-back
<+ Emotion
<+ Gambling
<+ Social

* Prediction (using SVM with RBF kernel)

< General Executive Factor (GenExec), a measure of general intellectual ability

M cemsue B [Yujun Yan, Jiong Zhu, et al. ACM KDD '19] 51



Q1. Comparison with NN-based methods

w/o orthogonalit

Ying, NeurlPS’ 18 Wang, KDD’ 17  Kipf, ICLR’ 17

@ GroupINN @ GroupINN_nonortho #* Diffpool B CNN1 <) CNN2 W GCN

100

100

100

100
—~ 80 —~ 80 —~ 80 —~ 80
g% S S g
> 60 > 60 > 60/ > 60
Y g Y @
§ 40 § 40+ § 40 § 40"
< 20 < 20/ < 20 < 20
0 ‘ ' 0 ‘ ‘ 0 ‘ ' 0 ‘ l
10% 10° 10¢ 10* 10° 10° 10% 10° 10° 10% 10° 10°

Training Time (sec)

Emotion

Gambling

Training Time (sec)

Training Time (sec)

Social

Training Time (sec)

Working memory

GroupINN models are up to 69x faster at training than all the baseline methods,
while achieving same or higher accuracy in a variety of prediction tasks.

M cemsue B [Yujun Yan, Jiong Zhu, et al. ACM KDD '19]



Q1. Comparison with non-NN methods

B GroupINN_nonortho
EGroupINN

AR
JIPCA
CIWL_OA
EFCM

EEFPCM

0
_~~ Emotion Gambling Social Working Memory

Our two variants (with and without orthogonality) have
better or comparable accuracy.

M cemsue B [Yujun Yan, Jiong Zhu, et al. ACM KDD '19]



Q2. Parsimony of GroupINN

Methods # parameters Normalized wrt GroupINN

CNN-1
CNN-2
GCN

Diffpool
GroupINN 2,892 1X

GroupINN can use 15% or much fewer model parameters to
achieve comparable or better performance of the baseline methods.

M cemsue B [Yujun Yan, Jiong Zhu, et al. ACM KDD '19]



THE BRAIN  PARETALLOBE

Q3. Interpretability —

Graph G*
i S8 Importance score of subnetwork 72:
> @ 2
S, = — z S:.S.
TR L
i,j €R and
@ Functional region (e.g., ventral attention network) c(D)=c())

« PCA: average weights in the first principal component
« Diffpool: similar to GroupINN, but the scores are averaged across different subjects

% GEMS LAB [Yujun Yan, Jiong Zhu, et al. ACM KDD ’19] .



Q3. Interpretability

Acronyms of brain subnetworks. AN: auditory; CBLN: cerebellar; CONSCingulo=opercular; DANSdorsaliatiention; \FPN: frontoparietal; MRN:
memory retrieval; SNSsalience ; ; VN: vision; SM.M: sensory/somatomotor mouth; SM.H: sensory/somatomotor hand

Tasks Within subnetworks

GroupINN PCA Diffpool
Working Memory FPN SN

Gambling VAN DAN FPN
Emotion SN CON VAN
Social FPN SN VAN

* GroupINN find the most task-positive sub-networks.

« PCA and Diffpool are misled by strong noisy signals from SM.M and SM.H.

[Cohen, et al. , J Neurosci 2016];
[Cole, et al. Neuron 2014];
M Jeemsue By [Yujun Yan, Jiong Zhu, et al. AGM KDD "19]  [Davison, et al. PLOS Comp Bio 2015]



Q4. Impact of network splitting and
regularization terms

Bwo_+-_split Boriginalwo_orthogonality [lwo_balance
i ' “Owo_nonnegativity [Jwo_I12 [Jwo_any_reg

4

(©)]
o

X
>
3}
®
S
S
0
3}

<

(&)
(6)]

P~ (o))
(6)] o
U S

N
o

Emotion Gambling Social Working Memory

« Splitting the network into positive and negative sub-networks helps.

« The various loss functions contribute to higher accuracy.

M cemsue B [Yujun Yan, Jiong Zhu, et al. ACM KDD '19]
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Conclusion: inference, summarization, and interpretation

* Pipeline for network discovery on time series [[CDM’17, KAIS’ 18] A
+ ABC: time-consecutive similarity measure + metric on binary sequences @&
< Associated LSH family
+ Modular & applicable in other settings, fast + accurate 4=A
< Impact: integrated into production systems 1

Google

« Domain-aware summarization: one summary does not fit all
<+ Summarize one graph wrt multiple baseline graphs

« NN-based approach to interpret real NNs [KDD’19]
< Fast, parsimonious, interpretable
<+ Up to 69x less training time
< Impact: Insights into brain subnetworks

% GEMS LAB 58




Explore Graduate Studies in

Explore Graduate Studies o2
in CSE ann'’ 2

- Participants learn about the grad T i
SChOOI and the appliCatiOn prOCeSS University of Michigan | Ann Arbor, Ml | October 12, 2019
<~ how to prepare their applications powmR® oo
+MS vs. PhD
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Thank you!
Questions?
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1. fMRI scans
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Domain ledge

@ https://github.com/tsafavi/hashing-based-network-discovery

https://github.com/DerekDiJin/Domain  Knowledge

Yujun Yan

Inference,
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Interpretation
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