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X SIS/LWE aren't quite practical: $\Omega\left(n^{2}\right)$ key sizes and runtimes
$\checkmark$ Ring-based primitives are! $\tilde{O}(n)$ complexity
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## More Rings, Please!

- Rings $\mathbb{Z}[X] /\left(1+X^{2^{k}}\right)$ don't meet all our needs.


## More Rings, Please!

- Rings $\mathbb{Z}[X] /\left(1+X^{2^{k}}\right)$ don't meet all our needs.
$X$ They are rare - might make keys unnecessarily large in practice.


## More Rings, Please!

- Rings $\mathbb{Z}[X] /\left(1+X^{2^{k}}\right)$ don't meet all our needs.
$X$ They are rare - might make keys unnecessarily large in practice.
XX Many schemes cannot use them at all!
E.g., SIMD homom. encryption [SV'11] and applications [GHS'12abc]


## More Rings, Please!

- Rings $\mathbb{Z}[X] /\left(1+X^{2^{k}}\right)$ don't meet all our needs.
$X$ They are rare - might make keys unnecessarily large in practice.
$X X$ Many schemes cannot use them at all!
E.g., SIMD homom. encryption [SV'11] and applications [GHS'12abc]
- The $m$ th cyclotomic ring: $R=\mathbb{Z}[X] / \Phi_{m}(X)$ where

$$
\Phi_{m}(X)=\prod_{i \in \mathbb{Z}_{m}^{*}}\left(X-\omega_{m}^{i}\right) \in \mathbb{Z}[X], \quad \omega_{m}=e^{2 \pi \sqrt{-1} / m} \in \mathbb{C}
$$

Note: $\Phi_{m}(X)$ divides $\left(X^{m}-1\right)$, has degree $n=\varphi(m)=\operatorname{deg}\left(\Phi_{m}\right)$.
"Power" $\mathbb{Z}$-basis of $R$ is $\left\{1, X, X^{2}, \ldots, X^{n-1}\right\}$.

## More Rings, Please!

- Rings $\mathbb{Z}[X] /\left(1+X^{2^{k}}\right)$ don't meet all our needs.
$X$ They are rare - might make keys unnecessarily large in practice.
$X X$ Many schemes cannot use them at all!
E.g., SIMD homom. encryption [SV'11] and applications [GHS'12abc]
- The $m$ th cyclotomic ring: $R=\mathbb{Z}[X] / \Phi_{m}(X)$ where

$$
\Phi_{m}(X)=\prod_{i \in \mathbb{Z}_{m}^{*}}\left(X-\omega_{m}^{i}\right) \in \mathbb{Z}[X], \quad \omega_{m}=e^{2 \pi \sqrt{-1} / m} \in \mathbb{C}
$$

Note: $\Phi_{m}(X)$ divides $\left(X^{m}-1\right)$, has degree $n=\varphi(m)=\operatorname{deg}\left(\Phi_{m}\right)$. "Power" $\mathbb{Z}$-basis of $R$ is $\left\{1, X, X^{2}, \ldots, X^{n-1}\right\}$.

- Examples: $\Phi_{2^{k+1}}(X)=1+X^{2^{k}}, \quad \Phi_{9}(X)=1+X^{3}+X^{6}$.


## More Rings, Please!

- Rings $\mathbb{Z}[X] /\left(1+X^{2^{k}}\right)$ don't meet all our needs.
$X$ They are rare - might make keys unnecessarily large in practice.
$X X$ Many schemes cannot use them at all!
E.g., SIMD homom. encryption [SV'11] and applications [GHS'12abc]
- The $m$ th cyclotomic ring: $R=\mathbb{Z}[X] / \Phi_{m}(X)$ where

$$
\Phi_{m}(X)=\prod_{i \in \mathbb{Z}_{m}^{*}}\left(X-\omega_{m}^{i}\right) \in \mathbb{Z}[X], \quad \omega_{m}=e^{2 \pi \sqrt{-1} / m} \in \mathbb{C}
$$

Note: $\Phi_{m}(X)$ divides $\left(X^{m}-1\right)$, has degree $n=\varphi(m)=\operatorname{deg}\left(\Phi_{m}\right)$. "Power" $\mathbb{Z}$-basis of $R$ is $\left\{1, X, X^{2}, \ldots, X^{n-1}\right\}$.

- Examples: $\Phi_{2^{k+1}}(X)=1+X^{2^{k}}, \quad \Phi_{9}(X)=1+X^{3}+X^{6}$.
$\checkmark$ Ring-LWE (appropriately defined) is hard in any cyclotomic [LPR'10]
... assuming problems on ideal lattices are quantum-hard in the worst case.


## The Form of Cyclotomic Polynomials

- For prime $p$,

$$
\Phi_{p}(X)=1+X+X^{2}+\cdots+X^{p-1} \quad \text { and } \quad \Phi_{p^{e}}(X)=\Phi_{p}\left(X^{p^{e-1}}\right)
$$

## The Form of Cyclotomic Polynomials

- For prime $p$,

$$
\Phi_{p}(X)=1+X+X^{2}+\cdots+X^{p-1} \quad \text { and } \quad \Phi_{p^{e}}(X)=\Phi_{p}\left(X^{p^{e-1}}\right)
$$

$\operatorname{Mod}-\Phi_{p^{e}}(X)$ reduction is efficient; small(ish) expansion factor.

## The Form of Cyclotomic Polynomials

- For prime $p$,

$$
\Phi_{p}(X)=1+X+X^{2}+\cdots+X^{p-1} \quad \text { and } \quad \Phi_{p^{e}}(X)=\Phi_{p}\left(X^{p^{e-1}}\right)
$$

Mod- $\Phi_{p^{e}}(X)$ reduction is efficient; small(ish) expansion factor. But still not enough: e.g., SIMD FHE likes $m=3 \cdot 7 \cdot 19 \cdot 73$.

## The Form of Cyclotomic Polynomials

- For prime $p$,

$$
\Phi_{p}(X)=1+X+X^{2}+\cdots+X^{p-1} \quad \text { and } \quad \Phi_{p^{e}}(X)=\Phi_{p}\left(X^{p^{e-1}}\right)
$$

$\operatorname{Mod}-\Phi_{p^{e}}(X)$ reduction is efficient; small(ish) expansion factor.
But still not enough: e.g., SIMD FHE likes $m=3 \cdot 7 \cdot 19 \cdot 73$.

- What about non-prime power $m$ ?


## The Form of Cyclotomic Polynomials

- For prime $p$,

$$
\Phi_{p}(X)=1+X+X^{2}+\cdots+X^{p-1} \quad \text { and } \quad \Phi_{p^{e}}(X)=\Phi_{p}\left(X^{p^{e-1}}\right)
$$

$\operatorname{Mod}-\Phi_{p^{e}}(X)$ reduction is efficient; small(ish) expansion factor. But still not enough: e.g., SIMD FHE likes $m=3 \cdot 7 \cdot 19 \cdot 73$.

- What about non-prime power $m$ ?

$$
x \Phi_{21}(X)=1-X+X^{3}-X^{4}+X^{6}-X^{8}+X^{9}-X^{11}+X^{12}
$$

## The Form of Cyclotomic Polynomials

- For prime $p$,

$$
\Phi_{p}(X)=1+X+X^{2}+\cdots+X^{p-1} \quad \text { and } \quad \Phi_{p^{e}}(X)=\Phi_{p}\left(X^{p^{e-1}}\right)
$$

Mod- $\Phi_{p^{e}}(X)$ reduction is efficient; small(ish) expansion factor.
But still not enough: e.g., SIMD FHE likes $m=3 \cdot 7 \cdot 19 \cdot 73$.

- What about non-prime power $m$ ?
$x \Phi_{21}(X)=1-X+X^{3}-X^{4}+X^{6}-X^{8}+X^{9}-X^{11}+X^{12}$
$X X \quad \Phi_{105}(X)$ : degree 48; 33 monomials with $\{-2,-1,1\}$-coefficients


## The Form of Cyclotomic Polynomials

- For prime $p$,

$$
\Phi_{p}(X)=1+X+X^{2}+\cdots+X^{p-1} \quad \text { and } \quad \Phi_{p^{e}}(X)=\Phi_{p}\left(X^{p^{e-1}}\right)
$$

Mod- $\Phi_{p^{e}}(X)$ reduction is efficient; small(ish) expansion factor. But still not enough: e.g., SIMD FHE likes $m=3 \cdot 7 \cdot 19 \cdot 73$.

- What about non-prime power $m$ ?
$x \Phi_{21}(X)=1-X+X^{3}-X^{4}+X^{6}-X^{8}+X^{9}-X^{11}+X^{12}$
$X X \quad \Phi_{105}(X)$ : degree 48; 33 monomials with $\{-2,-1,1\}$-coefficients
XXX $\Phi_{3 \cdot 7 \cdot 19 \cdot 73}(X)$ : highly irregular; large coeffs


## The Form of Cyclotomic Polynomials

- For prime $p$,

$$
\Phi_{p}(X)=1+X+X^{2}+\cdots+X^{p-1} \quad \text { and } \quad \Phi_{p^{e}}(X)=\Phi_{p}\left(X^{p^{e-1}}\right)
$$

Mod- $\Phi_{p^{e}}(X)$ reduction is efficient; small(ish) expansion factor.
But still not enough: e.g., SIMD FHE likes $m=3 \cdot 7 \cdot 19 \cdot 73$.

- What about non-prime power $m$ ?
$\chi \Phi_{21}(X)=1-X+X^{3}-X^{4}+X^{6}-X^{8}+X^{9}-X^{11}+X^{12}$
$X X \quad \Phi_{105}(X)$ : degree 48; 33 monomials with $\{-2,-1,1\}$-coefficients $X X X \quad \Phi_{3 \cdot 7 \cdot 19 \cdot 73}(X)$ : highly irregular; large coeffs


## Yuck!!!

X Irregular $\Phi_{m}(X)$ induces cumbersome, slower operations modulo $\Phi_{m}(X)$
$X$ Large expansion factors - up to super-polynomial $n^{\omega(1)}$ [Erdős'46]
x Provable \& concrete security also degrade with expansion factor: pay twice!
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## Key Ideas

(1) In algorithms, use tensorial representations of ring elements.
$\checkmark$ No reduction modulo $\Phi_{m}(X)$ - in fact, don't need $\Phi_{m}(X)$ at all!
(2) In analysis, use canonical embedding to define geometry.
(3) Use decoding basis of dual ideal $R^{\vee}$ for noise generation \& decoding.
$\checkmark$ Corresponds to the "true" definition of ring-LWE.
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- It's the natural $\mathbb{Z}$-basis $\left\{X_{1}^{j_{1}} X_{2}^{j_{2}} \cdots\right\}=\bigotimes_{\ell}\left\{X_{\ell}^{j_{\ell}}\right\}, 0 \leq j_{\ell}<\varphi\left(m_{\ell}\right)$.
- It is not the "power" basis $\left\{1, X, X^{2}, \ldots, X^{\varphi(m)-1}\right\}$ of $\mathbb{Z}[X] / \Phi_{m}(X)$.
E.g., for $m=15$ it's $\left\{X^{j}\right\}$ for $j \in\{0,3,5,6,8,9,11,14\}$.
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## Key Facts

- For short $e \in R^{\vee}$ (under $\sigma$ ), coeffs in decoding basis $\left\{d_{j}\right\}$ are small:

$$
e=\sum_{j} e_{j} d_{j} \quad\left(e_{j} \in \mathbb{Z}\right) \Longrightarrow\left|e_{j}\right|=\left|\left\langle\sigma(e), \sigma\left(X^{j}\right)\right\rangle\right| \leq\|e\| \cdot \sqrt{n}
$$

- Moreover, $\left|e_{j}\right|$ are optimally small given "density" of $R^{\vee}$, because powerful basis $\left\{X^{j}\right\}$ is optimally short given density of $R$.
- By contrast, such optimal decoding is not possible for $R / q R$, because $R^{\vee}$ lacks optimally short elements for its density.
- Bottom line: using $R^{\vee}$ is actually beneficial in applications!
(And "advanced" applications benefit even more from its algebraic properties.)
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