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(3) Zero Knowledge: can simulate (honest) $V$ 's view when $G_{0} \equiv G_{1}$.
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## Theorem [GoldreichMicaliWigderson'86,NguyenOngVadhan'06]

- Assuming OWFs, every NP language has a ZK proof/argument.
- Applications: identification, secure multiparty computation, ...

Cut-and-choose protocol for Hamiltonian Cycle [FeigeLapidotShamir'90]:

$$
P(G, \text { cycle } C)
$$

$$
V(G)
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$$
\begin{aligned}
H=\rho(G) \quad & \xrightarrow{\left\{c_{i, j} \leftarrow \operatorname{Com}\left(h_{i, j}\right)\right\}, \operatorname{Com}(\rho)} \\
& \stackrel{b \leftarrow\{0,1\}}{\longleftrightarrow \frac{b=0: \text { open all } h_{i, j}, \rho}{\longrightarrow}} \text { check } H=\rho(G) \\
& \xrightarrow{\frac{b=1: \text { open } h_{i, j}}{\text { for }(i, j) \in \rho(C)} \quad \text { check cycle }}
\end{aligned}
$$
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(1) Are there $\alpha, \gamma$ with $\beta=H(\alpha)$ that fool $V$ ?
(2) Can a cheating $P^{*}$ find such values, given $H$ ? (Proof vs. argument.)

Fiat-Shamir, Soundly [KRR'17,CCRR'18,HL'18,CCHLRRW' 19]
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- Often, a correlation-intractable [CGH'98] hash family $\mathcal{H}$ suffices:

Given $H \leftarrow \mathcal{H}$, hard/impossible to find $\alpha$ s.t. $(\alpha, H(\alpha)) \in R$. Relation $R=\{(\alpha, \beta): \exists \gamma$ that fools $V\}$.

## Theorem [HL'18,CCH+'19]

- NP $\subseteq$ NIZK assuming a Cl hash family for all bounded circuits:

$$
R_{C}=\{(\alpha, C(\alpha))\},|C| \leq S=\text { poly }
$$

- Proof idea: for HamCycle ${ }^{m}$ protocol [FLS'90], each potential $\alpha$ has
$\leq 1$ 'bad challenge' $\beta \in\{0,1\}^{m}$ allowing $V$ to be fooled.
Bad $\beta$ is efficiently computable, using trapdoor for commitments in $\alpha$.
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- A CI hash family for all bounded circuits $C$, from plain LWE
(for small poly approximation factors)
- As in [CCH+'19], our construction has two 'intractability modes':
(1) Computational: given $H \leftarrow \mathcal{H}$, hard to find $\alpha$ s.t. $H(\alpha)=C(\alpha)$.

Yields statistically ZK argument in random-string model.
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(1) A CI hash family for all $\mathrm{NC}^{1}$ (log-depth) circuits from LWE/SIS (for small poly approx factors)
(2) A CI 'bootstrapping' theorem, from (leveled) FHE decryption circuits in $\mathrm{NC}^{1}$, to arbitrary bounded circuits, à la [Gentry'09, GGH+'13].
(Such FHE can be based on LWE w/ small poly factors [BV'14].)

- For NIZK we do not actually need bootstrapping, because the 'bad challenge' functions can be implemented in $\mathrm{NC}^{1}$ [CCH+'19, Lombardi].
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## Our Construction
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$$
\begin{aligned}
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## LWE-Based Construction

- SIS construction is computationally Cl with uniform key $(\mathbf{A}, \widehat{D})$. Yields computationally sound, statistically ZK protocol.
- An LWE-based statistically Cl construction with non-uniform key:

Hash Key: commitment $\widehat{C}$ w.r.t. LWE matrix $\mathbf{A}=\binom{\mathbf{A}^{\prime}}{\mathrm{s}^{t} \mathbf{A}^{\prime}+\mathbf{e}^{t}} \in \mathbb{Z}_{q}^{n \times m}$
Evaluation: computes $c_{\alpha}=\overline{G(C(\alpha))}-\binom{0}{q / 2} \in \mathbb{Z}_{q}^{n}$

- Now $H(\alpha)=C(\alpha)$ yields $\mathbf{A} \mathbf{r}_{\alpha}=\binom{0}{q / 2}$. So $\mathbf{A}^{\prime} \mathbf{r}_{\alpha}=\mathbf{0}$ and

$$
\frac{q}{2}=\left(\mathbf{s}^{t} \mathbf{A}^{\prime}+\mathbf{e}^{t}\right) \cdot \mathbf{r}_{\alpha}=\mathbf{e}^{t} \cdot \mathbf{r}_{\alpha} \quad(\bmod q)
$$

but $\mathbf{e}, \mathbf{r}_{\alpha}$ are too small for this: contradiction!
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## Thanks!

