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## Security

- If $C(x)=1$ ("unauth") then $\operatorname{Eval}(m s k, x) \stackrel{c}{\approx}$ random (even $\mathrm{w} / s k_{C}$ ).
- Applications: uses of iO [SW'14], ID-based key exchange, broadcast encryption, ...
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## Programmability

- Can program $s k_{C}$ to produce a desired value at some unauthorized $x^{*}$. (Nontrivial only if unauthorized $x$ are hidden.)
- Applications: watermarking PRFs, ???.
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## Constructions

(1) Shift-hiding functions from LWE by standard FHE/ABE/PE tech [GSW'13,BGG+'14,GVW'15]
(2) Private constrained \& programmable PRFs, simply by letting shift $=$ constraint $\times$ (pseudo)random function

In particular, the first programmable PRFs from non-iO assumptions. Selectively simulation-secure, for a priori bounded-size functions.
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- As before, constrained evaluation is $\left\lfloor\operatorname{SEval}\left(s k_{C}, x\right)\right\rceil$. This is

$$
\lfloor\operatorname{Eval}(m s k, x)+H(x)\rceil= \begin{cases}\left\lfloor z^{*}\right\rceil=y^{*} & \text { if } x=x^{*} \\ F(m s k, x) & \text { otherwise }\end{cases}
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(1) Better modulus-to-noise ratio?
(Currently exponential in size of shift function $H$.)
(2) Adaptive security? (Currently selective in choice of $H$.)
(3) One construction for all circuit sizes?
(Currently 'leveled'; related to bootstrapping ABE.)
(4) Programming superpolynomially many inputs?
(Currently limited to a priori polynomial.)
Thanks!

