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## Why?

- Simple description and implementation
- Efficient: linear, highly parallel operations
- Resists quantum attacks (so far)
- Security from worst-case assumptions [Ajtai96,...]
- Solutions to "holy grail" crypto problems [Gentry09,...]


## Part 1:

## Mathematical Background

Coming up:
(1) Definitions: lattice, basis, determinant, cosets, successive minima, ...
(2) Two simple bounds on the minimum distance.
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$$

The $\mathbf{b}_{i}$ must be linearly ind., because $\operatorname{span}(\mathcal{L})=\operatorname{span}(\mathbf{B})=\mathbb{R}^{n}$.

- The fundamental parallelepiped of basis $\mathbf{B}$ is $\mathcal{P}(\mathbf{B})=\mathbf{B} \cdot\left[-\frac{1}{2}, \frac{1}{2}\right)^{n}$. It tiles space: $\mathbb{R}^{n}=\bigcup_{\mathbf{v} \in \mathcal{L}}(\mathbf{v}+\mathcal{P}(\mathbf{B}))$.
- A basis is not unique: $\mathbf{B U}$ is also a basis iff $\mathbf{U} \in \mathbb{Z}^{n \times n}, \operatorname{det}(\mathbf{U})= \pm 1$.
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- More generally, the $i$ th successive minimum $(i=1, \ldots, n)$ is

$$
\begin{aligned}
\lambda_{i}(\mathcal{L}) & \triangleq \min \{r: \mathcal{L} \text { contains } i \text { linearly ind. vectors of length } \leq r\} \\
& =\min \{r: \operatorname{dim}(\operatorname{span}(\mathcal{L} \cap \mathcal{B}(r))) \geq i\}
\end{aligned}
$$
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- The GSO (or QR decomposition) of basis $\mathbf{B}$ is:

$$
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- Facts: $\mathcal{P}(\tilde{\mathbf{B}})=\tilde{\mathbf{B}} \cdot\left[-\frac{1}{2}, \frac{1}{2}\right)^{n}$ is a fund. region; $\operatorname{det}(\mathcal{L})=\prod_{i=1}^{n}\left\|\tilde{\mathbf{b}}_{i}\right\|$.
- Fact: $\lambda_{1}(\mathcal{L}) \geq \min _{i}\left\|\tilde{\mathbf{b}}_{i}\right\|$. Proof: consider $\mathbf{B c}=\mathbf{Q}(\mathbf{R c})$ for $\mathbf{c} \in \mathbb{Z}^{n}$.



## Upper Bounding $\lambda_{1}$ : Minkowski's Theorem

## Theorem

- Any convex, centrally symmetric body $S$ of volume $>2^{n} \cdot \operatorname{det}(\mathcal{L})$ contains a nonzero lattice point.
- Corollary: $\lambda_{1}(\mathcal{L}) \leq \sqrt{n} \cdot \operatorname{det}(\mathcal{L})^{1 / n}$.


## Upper Bounding $\lambda_{1}$ : Minkowski's Theorem

## Theorem

- Any convex, centrally symmetric body $S$ of volume $>2^{n} \cdot \operatorname{det}(\mathcal{L})$ contains a nonzero lattice point.
- Corollary: $\lambda_{1}(\mathcal{L}) \leq \sqrt{n} \cdot \operatorname{det}(\mathcal{L})^{1 / n}$.


## Proof of Theorem

(1) Let $S^{\prime}=S / 2$, so $\operatorname{vol}\left(S^{\prime}\right)>\operatorname{det}(\mathcal{L})$.

## Upper Bounding $\lambda_{1}$ : Minkowski's Theorem

## Theorem

- Any convex, centrally symmetric body $S$ of volume $>2^{n} \cdot \operatorname{det}(\mathcal{L})$ contains a nonzero lattice point.
- Corollary: $\lambda_{1}(\mathcal{L}) \leq \sqrt{n} \cdot \operatorname{det}(\mathcal{L})^{1 / n}$.


## Proof of Theorem

(1) Let $S^{\prime}=S / 2$, so $\operatorname{vol}\left(S^{\prime}\right)>\operatorname{det}(\mathcal{L})$.
(2) By pigeonhole argument, $\exists$ distinct $\mathbf{x}, \mathbf{y} \in S^{\prime}$ s.t. $\mathbf{x}-\mathbf{y} \in \mathcal{L}$.

## Upper Bounding $\lambda_{1}$ : Minkowski's Theorem

## Theorem

- Any convex, centrally symmetric body $S$ of volume $>2^{n} \cdot \operatorname{det}(\mathcal{L})$ contains a nonzero lattice point.
- Corollary: $\lambda_{1}(\mathcal{L}) \leq \sqrt{n} \cdot \operatorname{det}(\mathcal{L})^{1 / n}$.


## Proof of Theorem

(1) Let $S^{\prime}=S / 2$, so $\operatorname{vol}\left(S^{\prime}\right)>\operatorname{det}(\mathcal{L})$.
(2) By pigeonhole argument, $\exists$ distinct $\mathbf{x}, \mathbf{y} \in S^{\prime}$ s.t. $\mathbf{x}-\mathbf{y} \in \mathcal{L}$.
(3) Now $2 \mathbf{x},-2 \mathbf{y} \in S$ by central symmetry, so $\mathbf{x}-\mathbf{y} \in S$ by convexity.

## Upper Bounding $\lambda_{1}$ : Minkowski's Theorem

## Theorem

- Any convex, centrally symmetric body $S$ of volume $>2^{n} \cdot \operatorname{det}(\mathcal{L})$ contains a nonzero lattice point.
- Corollary: $\lambda_{1}(\mathcal{L}) \leq \sqrt{n} \cdot \operatorname{det}(\mathcal{L})^{1 / n}$.


## Proof of Theorem

(1) Let $S^{\prime}=S / 2$, so $\operatorname{vol}\left(S^{\prime}\right)>\operatorname{det}(\mathcal{L})$.
(2) By pigeonhole argument, $\exists$ distinct $\mathbf{x}, \mathbf{y} \in S^{\prime}$ s.t. $\mathbf{x}-\mathbf{y} \in \mathcal{L}$.
(3) Now $2 \mathbf{x},-2 \mathbf{y} \in S$ by central symmetry, so $\mathbf{x}-\mathbf{y} \in S$ by convexity.

## Proof of Corollary

(1) Ball of radius $>\sqrt{n} \cdot \operatorname{det}(\mathcal{L})^{1 / n}$ is convex and centrally symmetric.

## Upper Bounding $\lambda_{1}$ : Minkowski's Theorem

## Theorem

- Any convex, centrally symmetric body $S$ of volume $>2^{n} \cdot \operatorname{det}(\mathcal{L})$ contains a nonzero lattice point.
- Corollary: $\lambda_{1}(\mathcal{L}) \leq \sqrt{n} \cdot \operatorname{det}(\mathcal{L})^{1 / n}$.


## Proof of Theorem

(1) Let $S^{\prime}=S / 2$, so $\operatorname{vol}\left(S^{\prime}\right)>\operatorname{det}(\mathcal{L})$.
(2) By pigeonhole argument, $\exists$ distinct $\mathbf{x}, \mathbf{y} \in S^{\prime}$ s.t. $\mathbf{x}-\mathbf{y} \in \mathcal{L}$.
(3) Now $2 \mathbf{x},-2 \mathbf{y} \in S$ by central symmetry, so $\mathbf{x}-\mathbf{y} \in S$ by convexity.

## Proof of Corollary

(1) Ball of radius $>\sqrt{n} \cdot \operatorname{det}(\mathcal{L})^{1 / n}$ is convex and centrally symmetric.
(2) It contains a cube of side length $>2 \operatorname{det}(\mathcal{L})^{1 / n}$, which has volume $>2^{n} \cdot \operatorname{det}(\mathcal{L})$.
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(1) They admit worst-case/average-case reductions (to SIS and LWE).
(2) Essentially all crypto schemes are based on versions of these problems.
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## Algorithms for BDD [Babai'86]

"Round off:" Using a "good" basis B, output $\mathbf{e}=\mathbf{t} \bmod \mathbf{B}$. Works if $\operatorname{Ball}(d) \subseteq \mathcal{P}(\mathbf{B})$ : radius $d=\min _{i}\left\|\mathbf{b}_{i}^{\perp}\right\| / 2$.
"Nearest plane:" Output $\mathbf{e}=\mathbf{t} \bmod \tilde{\mathbf{B}}$. Proceeds iteratively. Works if $\operatorname{Ball}(d) \subseteq \mathcal{P}(\tilde{\mathbf{B}})$ : radius $d=\min _{i}\left\|\tilde{\mathbf{b}}_{i}\right\| / 2$.


## Wrapping Up

- Now you know (almost) everything you need to know about lattices (to do cryptography, at least).
- We've covered a lot: do the exercises to reinforce your understanding!
- Tomorrow: the cryptographic problems SIS and LWE (as SVP and BDD variants), and some basic applications.

