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Abstract

JML is a behavioral interface specification language tailored to Java. JML is designed to be used by working software engineers, and requires only modest mathematical training. To achieve this goal, JML uses Eiffel-style assertion syntax combined with model-based approach to specifications. However, JML supports quantifiers, specification-only variables, frame conditions, and other enhancements that make it more expressive for specification than Eiffel.

This paper discusses the goals of JML, the overall approach, and describes the language through examples. It is intended for readers who have some familiarity with both Java and behavioral specification using pre- and postconditions.

1 Introduction

JML stands for “Java Modeling Language.” JML is a behavioral interface specification language (BISL) [Win87] designed to specify Java [AG98, GJS96] modules. Java modules are classes and interfaces.

The main goal of the research presented in this paper is to better understand how to make BISLs (and BISL tools) that are practical and effective for Rockwell and similar production software environments. In order to understand this goal, and the more detailed discussion of our goals for JML, it helps to define more precisely what a behavioral interface specification is. After doing this, we return to describing the goals of JML, and then give an outline of the rest of the paper.

1.1 Behavioral Interface Specification

As a BISL tailored to the specification of Java modules, JML describes two important aspects of a Java module:

- its interface, which consists of names and the static information found in Java declarations, and
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public class IntMathOps {
    // 1
    public static int isqrt(int y) // 2
        //@ behavior { // 3
        //@ requires y >= 0; // 4
        //@ ensures result * result <= y // 5
        //@     && y < (result + 1) * (result + 1); // 6
        //@ }
        // 7
        { return (int) java.lang.Math.sqrt(y); } // 8
    // 9
}

Figure 1: A JML specification written as annotations in the Java code file IntMathOps.java.

- its behavior, which tells how the module acts when used.

Because they describe interface details for clients written in a specific programming language, BISLs are inherently language-specific [Win87]. For example, a BISL tailored to C++, such as Larch/C++ [Lea97], would describe how to use a module in a C++ program. A Larch/C++ specification cannot be implemented correctly in Java, and a JML specification cannot be correctly implemented in C++ (except for functions that are specified as native code).

Specifications written in JML are designed to be annotations in Java code files [Tan94, Tan95, LvhKBO87]. To a Java compiler, such annotations are comments that are ignored, This allows JML specifications, such as the specification in Figure 1, to be embedded in Java code files. It is possible, however, to have specifications that are separate from code, if desired; this can be done as in Figure 2. Most of our examples, however, will be Java code files, as we expect most users to use this form. Whatever users prefer, they would only use one of these formats, not both.

As a simple example of a behavioral interface specification in JML, consider the specification in Figure 1. This figure specifies a Java class, IntMathOps that contains one static method (function member) named isqrt. The comments to the far right give the line numbers in this specification. Comments with an immediately following at-sign (@), as on lines 3–7, are annotations, which are treated as comments by a Java compiler, but the text following the annotation marker is meaningful in JML.

In Figure 1, interface information is declared in lines 1 and 2. Line 1 declares a class named IntMathOps, and line 2 declares a method named isqrt. Note that all of Java’s declaration syntax is allowed in JML, including, on lines 1 and 2, that the names declared are public, that the method is static (line 2), that its return type is int (line 2), and that it takes one int argument.

Such interface declarations must be found in a Java module that correctly implements this specification. This automatically the case in Figure 1, since that file also contains the implementation. In fact, when Java annotations are embedded in “.java” files, the interface specification is the actual Java source code.

In Figure 1, the behavioral information is specified in the annotations on lines 3–7. The behavioral part of a specification is found between an opening behavior { (line 3) and a closing } (line 7), ignoring the annotation markers (@). The keyword behavior is used
public class IntMathOps {
    public static int isqrt(int y);
    behavior {
        requires y >= 0;
        ensures result * result <= y
            && y < (result + 1) * (result + 1);
    }
}

Figure 2: A form of the previous specification that lives in a .jml file, IntMathOps.jml. This form allows the code for concrete methods to be omitted. Note that the semicolon comes before the behavior keyword when the code is omitted.

to make the following specification distinct (in the syntax) from the code block that follows it. Between these is a precondition, which follows the keyword requires on line 4, and a postcondition, which follows the keyword ensures on line 5. The precondition says what must be true about the arguments (and other parts of the state); if the precondition is true, then the method must terminate in a state that satisfies the postcondition. This is a contract between the caller of the method and the implementor [Hoa69, Mey92a]. The caller is obligated to make the precondition true, and gets the benefit of having the postcondition then be satisfied. The implementor gets the benefit of being able to assume the precondition, and is obligated to make the postcondition true in that case.

In general, pre- and postconditions in JML are written using an extended form of Java expressions. In this case, the only extension visible is the keyword result, which is used in the postcondition to denote the value returned by the method. The type of result is the return type of the method; for example, the type of result in isqrt is int. The postcondition says that the result is an integer approximation to the square root of y. Note that the behavioral specification does not give an algorithm for finding the square root.

As shown in Figure 1, JML can add annotations directly to classes containing Java code. But one can also use JML to write documentation in separate non-Java “.jml” files. Since these files are not Java code files, JML allows the user to omit the code for concrete methods in a class. Figure 2 shows how this is done, replacing the code by a semicolon (;), as in a Java abstract method declaration.

To summarize, a behavioral interface specification specifies both the interface details of a module, and its behavior. The interface details are written in the syntax of the programming language; thus JML uses the Java declaration syntax. The behavioral specification uses pre- and postconditions.

1.2 Goals

As mentioned above, the main goal of our research is to better understand how to develop BISLs (and BISL tools) that are practical and effective. We are concerned with both technical requirements and with other factors such as training and documentation, although in the rest of this paper we will only be concerned with technical requirements for the BISL itself. The practicality and effectiveness of the JML specification language will be judged by
how well it can document reusable class libraries, frameworks, and Application Programmer Interfaces (APIs) of the kind found at Rockwell.

We believe that to meet the overall goal of practical and effective behavioral interface specification, JML must meet the following subsidiary goals.

- JML must be able to document the interfaces and behavior of existing software, regardless of the analysis and design methods used to create it.

  If JML were limited to only handling certain Java features or certain kinds of software, then some APIs would not be amenable to documentation using JML. Since the effort put into writing such documentation will have a proportionally larger pay-off for software that is more widely reused, it is important to be able to document existing reusable software components. This is especially true since software that is implemented and debugged is more likely to be reused than software that has yet to be implemented.

- The notation used in JML should be readily understandable by Java programmers, including those with only standard mathematical training.

  A preliminary study by Finney [Fin96] indicates that graphic mathematical notations, such as those found in Z [Hay93, Spi92] may make such specifications hard to read, even for programmers trained in the notation. This accords with our experience in teaching formal specification notations to programmers. Hence, our strategy for meeting this goal has been to shun most special-purpose mathematical notations in favor of Java’s own expression syntax.

- The language must be capable of being given a rigorous, formal semantics, and must also be amenable to tool support.

  Although we are not promising a formal semantics as part of the research at this stage, we are aiming for it. This aim also helps ensure that the specification language does not suffer from logical problems, which would make it less useful for static analysis, prototyping, and testing tools. We also have in mind a long range goal of a specification compiler, that would produce prototypes from specifications, if they are constructive.

As a general strategy for achieving these goals, we have tried to blend the Eiffel [Mey92a, Mey92b, Mey97] and Larch [Win87, Win90, GHG+93, Lea98] approaches to specification. From Eiffel we have taken the idea that assertions can be written in a language that is based on Java expressions. We also use the old notation from Eiffel, as described below, instead of the Larch style annotation of names with state functions. However, Eiffel specifications, as written by Meyer, are typically not as detailed as model-based specifications written, for example, in Larch BISLs or VDM [Jon90]. Hence, we have combined these approaches, by using syntactic ideas from Eiffel and semantic ideas from model-based specification languages.

JML also has some other differences from Eiffel. The most important is the concept of specification-only declarations. These declarations, as will be explained below, allow more exact specifications of behavior than is typically done in Eiffel. A major difference is that we have extended the syntax of Java expressions with quantifiers and other constructs that are needed for logical expressiveness, but which are not always executable. Finally, we take pains to ban side-effects and other problematic features of code in assertions.

Our experience with Larch/C++, however, has taught us to adapt the model-based approach in several ways, with the aim of making it more practical and easy to learn. An
important adaptation is again the use of specification-only model (or ghost) variables. This simplifies the use of JML, as compared with Larch/C++, since users hardly ever need to know about algebraic style specification. It also makes designing a model for a Java class or interface similar, in some respects, to designing an implementation data structure in Java. We hope that this similarity will make the specification language easier to understand. (This kind of model also has technical advantages that will be described below.)

In the Larch approach to behavioral interface specification [Win87], the mathematical notation used in assertions is presented directly to the user. This allows the same mathematical notation to be used in many different specification languages. However, it also means that the user of such a specification language has to learn a notation for assertions that is different than their programming language's notation for expressions. In JML we use a compromise approach, where the details of the mathematical modeling are hidden behind a facade of Java classes. These classes have to be pure, in the sense that they reflect the underlying mathematics, and hence do not use side-effects (at least not in any observable way). Besides insulating the user of JML from the details of the mathematical notation, this compromise approach also insulates the design of JML from the details of the mathematical logic used for theorem proving.

1.3 Outline
In the next sections we describe more about JML and its semantics. Section 2 uses examples to show how Java classes and interfaces are specified; this section also briefly describes the semantics of subtyping and refinement. Section 3 describes more detail about the expressions that can be used in predicates. Section 4 gives a brief overview of our plans for concurrency and atomicity specification.

2 Class and Interface Specifications
In this section we give some examples of JML class specifications that illustrate the features of JML.

2.1 Abstract Models
A simple example of an abstract class specification is the ever-popular UnboundedStack
type, which is presented in Figure 3. This figure has the abstract values of stack objects specified by the model instance variable theStack, which is declared on the third non-blank line. A model variable is a specification-only variable (or ghost variable). It does not have to be implemented, but for purposes of the specification we treat it exactly as any other Java variable. That is, we imagine that each instance of the class UnboundedStack has such a variable.

The type of the model variable theStack is a JML built-in type, JMOBJECTSEQUENCE, which is a sequence of objects. It is found in the package edu.iastate.cs.jml.models, which is imported in the first line of the figure. Note that this import declaration does not have to appear in the implementation, since it is modified by the keyword model. In general, any declaration form in Java can have this modifier, with the same meaning: that the declaration in question is only used for specification purposes, and does not have to appear in an implementation.

\footnote{Users can also define their own model types, as we will show below.}
public abstract class UnboundedStack {

    public abstract void pop();
    // behavior {
    // requires !theStack.isEmpty();
    // modifiable theStack;
    // ensures theStack.equals(old theStack.trailer());
    // }

    public abstract void push(Object x);
    // behavior {
    // modifiable theStack;
    // ensures theStack.equals(old theStack.addFirst(x));
    // }

    public abstract Object top();
    // behavior {
    // requires !theStack.isEmpty();
    // ensures result == theStack.first();
    // }
}

Figure 3: A specification of the abstract class UnboundedStack (file UnboundedStack.java).
Following the declaration of the model variable, above the specification of \texttt{pop} in Figure 3, is an \textbf{initially} clause. (Such clauses are adapted from Resolve [OSWZ94].) This clause is declared \textbf{public}, since it refers to a public model variable.

An \textbf{initially} clause permits data type induction ([Hoa72, Win83]) for abstract classes and interfaces, by supplying a property that must appear to be true of the starting states of objects. In each visible state (outside of the methods of \texttt{UnboundedStack}) all reachable objects of the type \texttt{UnboundedStack} must have a value that makes them appear to have been created as empty stacks, and subsequently modified using the type’s methods.

Following the \textbf{initially} clauses are the expected specifications of the \texttt{pop}, \texttt{push}, and \texttt{top} methods.

The use of the \textbf{modifiable} clauses in the behavioral specifications of \texttt{pop} and \texttt{push} is interesting (and another difference from Eiffel). These give frame conditions [BMR95], which say that no objects, other than those mentioned (and those on which these objects depend, as explained below) may have their values changed.\footnote{An object is modified by a method when it is allocated in both the pre- and post-states of the method, and when some of its variables (model or concrete) change their values. This means that allocating objects, using Java’s \texttt{new} operator, does not cause a modification.} When the \textbf{modifiable} clause is omitted, as it is in the specification of \texttt{top}, this means that no objects can have their state modified by the method’s execution. Our interpretation of this is very strict, even benevolent side effects are disallowed if the \textbf{modifiable} clause is omitted [Lei95b, Lei95a].

When a method can modify some objects, these objects have different values in the pre-state and post-state of that method. Often the post-condition must refer to both of them. This is where Eiffel’s \texttt{old} notation is used, to refer to the pre-state value of a variable. For example, in the specification of \texttt{pop}, \texttt{old theStack} is the value of the instance variable \texttt{theStack} in the \textit{pre-state} of the method (just after the method is called and parameters have been passed, but before execution of the body). Following Eiffel, the \texttt{old} operator has very high precedence, so that \texttt{old theStack.trailer()} parses the same as \texttt{(old theStack).trailer()}.

Note also that, since \texttt{JMLObjectSequence} is an type whose objects are immutable, one is required to use \texttt{equals} instead of \texttt{==} to compare them for equality of values. (Using \texttt{==} would be a mistake, since it would only compare them for object identity, which in combination with \texttt{new} would always yield false.)

The specification of \texttt{push} does not have a \texttt{requires} clause. This means that the method imposes no obligations on the caller. (Logically, the meaning of an omitted \texttt{requires} clause is that the method’s precondition is \texttt{true}, which is satisfied by all states, and hence imposes no obligations on the caller.) This seems to imply that the implementation must provide a literally unbounded stack, which is surely impossible. We avoid this problem, following Poetzsch-Heffter [PH97] by releasing implementations from their obligations to fulfill the postcondition when Java runs out of storage. That is, a method implementation is correct if, whenever it is called in a state that satisfies its precondition, either

- the method terminates in a state that satisfies its postcondition, having modified only the objects permitted by its \textbf{modifiable} clause, or
- Java signals an error, by throwing an exception that inherits from \texttt{Error}.
2.2 Dependencies, Representations, and Exceptions

In this subsection we describe how model variables can be related to one another, and how dependencies among them affects the meaning of the modifiable clause. For this purpose we give two specifications, BoundedThing and BoundedStack. Along the way we also demonstrate how to specify methods that can throw exceptions, and other features of JML.

Figure 4 is an interface specification with a simple abstract model. In this case, there are two model variables MAX_SIZE and size. The variable MAX_SIZE is a static field (a class variable), while size is thought of as a property of instances (i.e., it is a model instance variable or data member).\(^3\)

In specifications of interfaces that extend or classes that implement this interface, these specification-only variables are inherited. Thus, for example, every object that has a type that is a subtype of the BoundedThing interface is thought of, abstractly, as having a field size, of type int.

Two pieces of class-level specification come after the abstract model in Figure 4. The first is an invariant clause.

An invariant does not have to hold during the execution of an object’s methods, but it must hold, for each reachable object in each visible state; i.e., for each state outside of a method, and at the beginning and end of each method. The figure’s invariant says that in every visible state, the MAX_SIZE variable has to be positive, and that every reachable object that is a BoundedThing must have a size field that has a value less than or equal to MAX_SIZE.

Following the invariant is a history constraint [LW94]. A history constraint is used to say how values can change between earlier and later states, such as a method’s pre-state and its post-state. This prohibits subtypes from making certain state changes, even if they implement more methods than are specified in a given class. The history constraint in Figure 4 says that the value of MAX_SIZE cannot change, since in every pre-state and post-state (before and after the invocation of a method), its value in the post-state, written MAX_SIZE, must equal its value in the pre-state, written old MAX_SIZE.

Following the history constraint are the interfaces and specifications for four public methods.

The specification of the last method, clone, is somewhat interesting. Since clone may throw an exception, we use logical implication (written ⇒) and the JML primitive returns to say that, when the method returns without throwing an exception, then the result will be a BoundedThing and its size will be the same as the model variable size. Note the use of the cast in the postcondition of clone, which is necessary, since the type of result is Object. (This also adheres to our goal of using Java syntax and semantics to the extent possible.) Note also that the conjunct result instanceof BoundedThing “protects” the next conjunct [LW97] since if it is false the meaning of the cast does not matter.

Finally, note that the use of == in this Figure 4 is okay, since in each case, the things being compared are primitive values, not references.

Figure 5 gives an interface for bounded stacks that extends the interface in Figure 4. In this specification, one can refer to MAX_SIZE from the BoundedThing interface, and to size as an inherited specification-only field of objects. (We assume that BoundedThing is in the same unnamed package for purposes of this paper.)

\(^3\)Java does not allow instance variables to be declared in interfaces, but JML allows model instance variables in interfaces, since these are essential for defining the abstract values of the objects being specified.
public interface BoundedThing extends Cloneable {

//@ public model static int MAX_SIZE;
//@ public model int size;

//@ public invariant MAX_SIZE > 0 && 0 <= size && size <= MAX_SIZE;
//@ public constraint MAX_SIZE == old MAX_SIZE;

public int getSizeLimit();
//@ behavior {
//@ ensures result == MAX_SIZE;
//@ }

public boolean isEmpty();
//@ behavior {
//@ ensures result == (size == 0);
//@ }

public boolean isFull();
//@ behavior {
//@ ensures result == (size == MAX_SIZE);
//@ }

public Object clone () throws CloneNotSupportedException;
//@ behavior {
//@ ensures returns => result instanceof BoundedThing
//@ && size == ((BoundedThing)result.size);
//@ }
}

Figure 4: A specification of an interface to bounded collection objects (file BoundedThing.java).
// model import edu.cs.istate.jml.models.*;
public interface BoundedStackInterface extends BoundedThing {
    // public model JMLObjectSequence theStack;

    // public depends size on theStack;
    // public represents size by size == theStack.length();
    // public invariant redundantly theStack.length() <= MAX_SIZE;

    // public initially theStack.isEmpty();
    // public initially redundantly theStack.equals(new JMLObjectSequence());

    // public void pop( ) throws BoundedStackException;
    // behavior {
    //    requires !theStack.isEmpty();
    //    modifiable size, theStack;
    //    ensures returns & theStack.equals(old theStack.trailer());
    //    ensures redundantly theStack.length() == old theStack.length() - 1;
    //    also
    //    requires theStack.isEmpty();
    //    ensures throws (BoundedStackException);
    //    }

    // public void push(Object x ) throws BoundedStackException;
    // behavior {
    //    requires theStack.length() < MAX_SIZE;
    //    modifiable size, theStack;
    //    ensures returns & theStack.equals(old theStack.addFirst(x));
    //    ensures redundantly theStack.length() == old theStack.length() + 1;
    //    also
    //    requires theStack.length() >= MAX_SIZE;
    //    ensures throws (BoundedStackException);
    //    }

    // public Object top( ) throws BoundedStackException;
    // behavior {
    //    requires !theStack.isEmpty();
    //    ensures returns & result == theStack.first();
    //    also
    //    requires theStack.isEmpty();
    //    ensures throws (BoundedStackException);
    //    }
}

Figure 5: A specification of an interface to bounded stacks (file BoundedStackInterface.java).
The abstract model for BoundedStackInterface adds to the inherited model by declaring a specification-only field named theStack. This field is typed as a JMLObjectSequence, as before.

The depends and represents clauses that follow the declaration of theStack are an important feature in modeling with layers of model variables. The depends clause says that size might change its value when the theStack changes, and the represents clause says how they are related. The represents clause gives additional facts that can be used in reasoning about the specification; in essence it tells how to extract the value of size from the value of theStack.\(^4\) It serves the same purpose as an abstraction function in various proof methods for abstract data types (such as [Hoa72]).

The invariant that follows the represents clause in Figure 5 is our first example of checkable redundancy in a specification [LB97, Tan94, Tan95]. This concept is signaled in JML by the use of the keyword redundantly. It says both that the stated property is specified to hold and that this property is believed to follow from the other properties of the specification. In this case the invariant follows from the invariant inherited from the specification of BoundedThing and the fact stated in the represents clause.

Even though this invariant is redundant, it is sometimes helpful to state such properties, since they are then brought to the attention of the readers of the specification.

Checking that such claimed redundancies really do follow from other information is also a good way to make sure that what is being specified is really what is intended. Such checks could be done manually, during reviews, or by an automated tool such as a theorem prover.

Following the invariant, above the specification of pop in Figure 5, are two initially clauses. The second of these is interesting, in that, since JMLObjectSequence is a reference type, one is required to use equals instead of == to compare them for equality of values. (Using == would be a mistake, since it would only compare them for object identity, which in combination with new would always yield false.)

Following the initially clauses are the specifications of the pop, push, and top methods. These are interesting for several new features that they present. Each of these has its behavioral specification written using two specification cases, separated by the keyword also. The semantics is that, when the precondition of a case is satisfied, the rest of that case’s specification must be obeyed. In these three cases, the case analysis is only used to separate the specification of the normal case (the first of the two in each method’s specification) from the case where an exception is thrown. In the normal case, returns is true, whereas when an exception is thrown throws (BoundedStackTrace) is true.

A specification with several cases is shorthand for one in which the cases are combined [DL97, Lea97, Win83, Wil94]. In Figure 6 we show the expanded specification of pop from Figure 5. As can be seen from this example, the expanded specification has a postcondition that is a conjunction of implications, one for each case. The implication for a case in the expanded postcondition says that when the precondition for that case holds, the case’s postcondition must also hold. The modifiable clause for the expanded specification is the union of all the modifiable clauses for the cases; because of this the variables that are named in the combined modifiable clause but not allowed to be modified in a particular case have to be asserted to be unmodified in that case. In this expansion, the model variables size and theStack are asserted to be unmodified in the second case’s translation.

\(^4\)Of course, one could specify BoundedStack without separating out the interface for BoundedThing, and in that case, this abstraction would be unnecessary. We have made this separation partly to demonstrate more advanced features of JML, and partly to fit the figures on single pages.
public void pop()
    throws BoundedStackException;
//@ behavior {
//@ requires !theStack.isEmpty() || theStack.isEmpty();
//@ modifiable size, theStack;
//@ ensures (!theStack.isEmpty() =>
//@     returns && theStack.equals(old theStack.trailer()))
//@ && (theStack.isEmpty() =>
//@     throws(BoundedStackException)
//@     && unmodified(size, theStack);
//@ ensures redundantly !theStack.isEmpty() =>
//@     theStack.length() == old theStack.length() - 1;
//@ }

Figure 6: An expansion of pop's specification. The precondition reduces to true, but the
precondition shown is the general form for the expansion.

The depends clause is important in “loosening up” the modifiable clause, for example

to permit the fields of an object that implement the abstract model to be changed
[Lei95b, Lei95a]. This “loosening up” also applies to model variables that have dependencies declared. For example, since size depends on theStack, i.e., size is in some sense represented by theStack, if size is mentioned in a modifiable clause, then theStack is
implicitly allowed to be modified. However, just mentioning theStack would not permit size to be modified, because theStack does not depend on size; hence for rhetorical purposes, we mention both size and theStack in the modifiable clauses of pop and push.

Finally, there is more redundancy in the specifications of pop and push, which each
have a redundant ensures clause in their normal case. For a redundant ensures clause, what one checks is that the conjunction of the precondition, the meaning of the modifiable clause, and the (non-redundant) postcondition itself imply the redundant postcondition. It is interesting to note that the specifications for stacks written in Eiffel [Mey97, page 339] expresses not much more than what we specify in the redundant postconditions of pop and push. These convey strictly less information than the non-redundant postconditions, since they say little about the elements of the stack.5

2.3 Making New Abstract Model Types

JML comes with a suite of built-in modeling types, including JMLObjectSet, JMLObjectSequence, and JMLValueSet and sequences. Users can also create their own modeling types if desired. Since these types are to be treated as purely immutable values in specifications, they must pass certain conservative checks that make sure there is no possibility of observable side-effects from using such objects.

5 Meyer's specification actually says what the top element of the stack is after a push, but says nothing about the rest of the elements. Meyer's second specification and implementation of stacks [Mey97, page 349] is no better in this respect, although, of course, the implementation does keep track of the elements properly.
The extension mechanism uses the modifier pure, as in Figure 7. A correct implementation of a pure class or interface must be such that:

- all methods must be specified to modify nothing,
- all concrete fields (data members) can only be assigned once, in the constructor, and must be of some primitive value type or a pure type,
- all methods called in the implementation must be declared to be pure (in a specification, either for the method or their class must be pure), and
- a pure class only extends other pure classes.

A pure method can be declared in any class. Such a method must have a specification that nothing is modifiable (in all cases), and a correct implementation can only call other pure methods.

Recursion is permitted, both in pure methods and in data members of pure classes. However, pure methods must be proved to terminate on all inputs.

As an example, we specify a new type, Money, that would be suitable for use in abstract models. Our specification is rather artificially broken up into pieces to allow each piece to have a specification that fits on a page. This organization is not necessarily something we would recommend, but it does give us a chance to illustrate more features of JML.

Consider first the interface Money specified in Figure 7. The abstract model here is a single field of the primitive Java type long, which holds a number of pennies.

This interface has a history constraint, which says that the number of pennies in an object cannot change.\(^6\)

The interesting aspect of the operations is another kind of redundancy, given by the example clauses [Lea96, LB97]. Any number of examples can be given for a specification case. Here there are two examples in the specification of dollars and one in the specification of cents. An example's predicate should, when conjoined with any precondition and the modifiable clause should imply the post-condition given. (Note that this is the opposite direction of implication from a redundant ensures clause.) Typically, examples are concrete, and serve to point out various rhetorical points about the use of the specification to the reader. (Exercise: check that all the examples given are correct!)

The interface Money is specified to extend the interface JMLType. This interface is given in Figure 8. It says that objects should have equals and clone methods.

The specification of JMLType is noteworthy in its use of informal predicates [Lea96]. In this instance, the informal predicates are used as an escape from formality. The use of informal predicates avoids the delicate issues of saying what observable aliasing means, and what equality of values means.

As specified in Figure 7, the type Money lacks some useful operations. The extensions in Figures 9 and 10 provide specifications of comparison operations and arithmetic, respectively.

The specification of MoneyOps is interesting for the use of a model (specification-only) method, inRange. This method cannot be invoked by Java programs. When used in a predicate, inRange(1) is equivalent to using some correct implementation of its specification. The specification of inRange also makes use of a local model variable declaration.

---

\(^6\)There is no initially clause in this interface, so data type induction cannot assume any particular starting value. But this is desirable, since if a particular starting value was specified, then by the history constraint, all objects would have that value.
import edu.iastate.cs.jml.models.JMLType;

public /*@ pure @*/ interface Money extends JMLType
{
   //@ public model long pennies;

   //@ public constraint pennies == old pennies;

   public long dollars();
   //@ behavior {
   //@   ensures result == pennies / 100;
   //@   example pennies == 703 && result == 7;
   //@   example pennies == 799 && result == 7;
   //@   example pennies == -503 && result == -5;
   //@ }

   public long cents();
   //@ behavior {
   //@   ensures result == pennies % 100;
   //@   example pennies == 703 && result == 3;
   //@   example pennies == -503 && result == -3;
   //@ }

   public boolean equals(Object o2);
   //@ behavior {
   //@   ensures result == (o2 instanceof Money
   //@                    && pennies == (Money)o2.pennies);
   //@ }

   public Object clone();
   //@ behavior {
   //@   ensures result instanceof Money
   //@       &&(Money)result.pennies == pennies;
   //@ }

   }

   Figure 7: A specification of the pure interface Money (file Money.java).
Such declarations allow one to abbreviate long expressions, or, to make rhetorical points by naming constants, as is done with epsilon.

### 2.4 Implementation of Class and Interface Specifications

The key to proofs that an implementation of a class or interface specification is correct lies in the use of `depends` and `represents` clauses [Hoa72, Lei95b]. Consider, for example, the abstract class `MoneyAC` given in Figure 11. It declares a concrete instance variable `numCents`, which is related to the specification-only instance variable `pennies` by the `represents` clause. This allows relatively trivial proofs of the correctness of the `dollars` and `cents` methods, and is key to the proofs of the other methods.

The straightforward implementation of the subclass `MoneyComparableAC` is given in Figure 12. Note that the abstract and concrete variables are both inherited by this class.

An interesting feature of the class `MoneyComparableAC` is the protected method `totalCents`. For this method, we give both a specification and its code. In this case the specification serves as documentation for the code. Note that the specification-only method, `inRange` is not implemented, and does not need to be implemented to make this class correctly implement the interface `MoneyComparable`.

Finally, a concrete class implementation is the class `USMoney`, presented in Figure 13. This class implements the interface `MoneyOps`. Note that specifications as well as code are given for the constructors.

The first constructor’s specification illustrates that redundancy can also be used in a `modifiable` clause. In this case the redundant modifiable clause follows from the given modifiable clause and the meaning of the `depends` clause inherited from the superclass.
public /*@ pure @*/ interface MoneyComparable extends Money {
    public boolean greaterThan(Money m2);
    //@ behavior {
    //@ requires m2 != null;
    //@ ensures result == (pennies > m2.pennies);
    //@ }

    public boolean greaterThanOrEqualTo(Money m2);
    //@ behavior {
    //@ requires m2 != null;
    //@ ensures result == (pennies >= m2.pennies);
    //@ }

    public boolean lessThan(Money m2);
    //@ behavior {
    //@ requires m2 != null;
    //@ ensures result == (pennies < m2.pennies);
    //@ }

    public boolean lessThanOrEqualTo(Money m2);
    //@ behavior {
    //@ requires m2 != null;
    //@ ensures result == (pennies <= m2.pennies);
    //@ }
}

Figure 9: A specification of the pure interface MoneyComparable (file MoneyComparable.java).
public /*@ pure @*/ interface MoneyOps extends MoneyComparable {
    // @ model public boolean inRange(double d);
    // @ behavior {
    // @ model double epsilon = 1.0;
    // @ ensures result == (Long.MIN_VALUE + epsilon < d
    // @     && d < Long.MAX_VALUE - epsilon);
    // @ }

    public Money plus(Money m2);
    // @ behavior {
    // @ requires m2 != null && inRange((double) pennies + m2.pennies);
    // @ ensures result != null
    // @     && result.pennies == this.pennies + m2.pennies;
    // @ example this.pennies == 300 && m2.pennies == 400
    // @     && result.pennies == 700;
    // @ }

    public Money minus(Money m2);
    // @ behavior {
    // @ requires m2 != null && inRange((double) pennies - m2.pennies);
    // @ ensures result != null
    // @     && result.pennies == this.pennies - m2.pennies;
    // @ example this.pennies == 400 && m2.pennies == 300
    // @     && result.pennies == 100;
    // @ }

    public Money scaleBy(double factor);
    // @ behavior {
    // @ requires inRange(factor * pennies);
    // @ ensures result != null && result.pennies == (long)(factor * pennies);
    // @ example pennies == 400 && factor == 1.01
    // @     && result.pennies == 404;
    // @ }
}
public /** pure @*/ abstract class MoneyAC implements Money {

    protected long numCents;
    //@ protected depends pennies on numCents;
    //@ protected represents pennies by pennies == numCents;

    //@ protected constraint redundantly numCents == old numCents;

    public long dollars()
    {
        return numCents / 100;
    }

    public long cents()
    {
        return numCents % 100;
    }

    public boolean equals(Object o2)
    {
        try {
            Money m2 = (Money)o2;
            return numCents == (100 * m2.dollars() + m2.cents());
        } catch (ClassCastException e) {
            return false;
        }
    }

    public Object clone()
    {
        return this;
    }
}

Figure 11: A pure abstract class MoneyAC that implements the interface Money (file MoneyAC.java).
public /*@ pure @*/ abstract class MoneyComparableAC
    extends MoneyAC implements MoneyComparable
{
    protected final long totalCents(Money m2)
        //@ behavior {
        //@   ensures result == m2.pennies;
        //@ } 
        
        return 100 * m2.dollars() + m2.cents();
    }

    public boolean greaterThan(Money m2)
    {
        return numCents > totalCents(m2);
    }

    public boolean greaterThanOrEqualTo(Money m2)
    {
        return numCents >= totalCents(m2);
    }

    public boolean lessThan(Money m2)
    {
        return numCents < totalCents(m2);
    }

    public boolean lessThanOrEqualTo(Money m2)
    {
        return numCents <= totalCents(m2);
    }
}

Figure 12: A pure abstract class MoneyComparableAC that implements the interface MoneyComparable and extends the class MoneyAC (file MoneyComparableAC.java).
public /*@ pure @*/ class USMoney

    extends MoneyComparableAC implements MoneyOps
{

    public USMoney(long cs)
        /*@ behavior { */
        /*@ modifiable pennies; */
        /*@ modifiable redundantly pennies, numCents; */
        /*@ ensures pennies == cs; */
        /*@ ensures redundantly numCents == cs; */
        /*@ } */

        numCents = cs;

    }

    public USMoney(double amt)
        /*@ behavior { */
        /*@ modifiable pennies; */
        /*@ ensures pennies == (long)(100.0 * amt); */
        /*@ ensures redundantly informally "pennies represents amt dollars"; */
        /*@ } */

        numCents = (long)(100.0 * amt);

    }

    public Money plus(Money m2)
    {
        /*@ assert m2 != null; */
        return new USMoney(numCents + totalCents(m2));
    }

    public Money minus(Money m2)
    {
        /*@ assert m2 != null; */
        return new USMoney(numCents - totalCents(m2));
    }

    public Money scaleBy(double factor)
    {
        return new USMoney(numCents * factor / 100.0);
    }
}

Figure 13: A pure concrete class USMoney (file USMoney.java).
MoneyAC.

The second constructor in Figure 13 is noteworthy in that there is a redundant ensures clauses that uses an informal predicate [Lea96]. In this instance, the informal predicate is used as a comment (which could also be used). Often, however, informal predicates allow an escape from formality when one does not wish to give part of a specification in formal detail.

2.5 Use of Pure Classes

Since USMoney is a pure class, it can be used to make models of other classes. An example is the class BankAccount given in Figure 14. The first model variable in this class has type USMoney.

2.6 Composition for Container Classes

The following example specification of a class Digraph (directed graph) gives a more interesting example of the JML way that more complex models are composed from existing pure classes, model classes, and the intrinsic containers provided in the package equi.iastate.cs.jml.models.

Figure 15 contains an abstract class NodeType. NodeType is an abstract class (rather than a model class) because it will require an implementation and does appear in the interface of model class Digraph. However, we also denote the abstract class as pure, since we will also use NodeType in the specification of other classes. (And we do so appropriately, since all the methods for class NodeType are side-effect-free, as described elsewhere.) In the abstract class specification for NodeType we simply provide a model variable id, which would represent a unique identifier for nodes. We specify that the equals method for class NodeType simply tests whether two references to objects of type NodeType are references to objects with the same id's. We also require that NodeType have a public clone method that behaves as we expect such methods to behave.

Figure 16 contains the specification for a model class ArcType. We will use ArcType in the model for Digraph, but ArcType does not require an implementation in that it does not appear in the interface to Digraph. Of course, in declaring ArcType to be a model class we are obligated to insure that all the methods of the class are side-effect-free. The two model variables for ArcType, from and to, are both of type NodeType. We specify the equals method so that two references to objects of type ArcType are equal if and only if they have equal from and to model variable values. We will require that ArcType support a public clone method as it is required for the container we will use for the type of one of the model variables in Digraph. We will also make use of the constructor in the specification of Digraph.

Finally, the specification of the model class Digraph in Figures 17, 18, and 19 demonstrates how to use container classes to compose models in JML. Both model variables nodes and arcs are of type JMLValueSet. However, in the first invariant clause we restrict nodes so that every object in nodes is, in fact, of type NodeType. Similarly, the next invariant clause we restrict arcs to be a set of ArcType objects. In both cases, since we are using JMLValueSet, membership is determined by the use of the equals method for the type of the elements (rather than reference equality).

Thus, in JML, one uses containers like JMLValueSet, combined with appropriate invariants to specify models that are compositions of other existing pure classes, abstract pure
public class BankAccount {
    //© public model USMoney credit;
    //© public model String owner;
    //© public invariant credit >= new USMoney(0);
    //© public constraint owner == old owner;
    public BankAccount(Money amt, String own);
    //© behavior {
    //© requires new USMoney(1) <= amt;
    //© modifiable credit, owner;
    //© ensures credit.equals(amt) && owner.equals(own);
    //© }
    public Money balance();
    //© behavior {
    //© ensures result.equals(credit);
    //© }
    public void payInterest(double rate);
    //© behavior {
    //© requires 0.0 <= rate && rate <= 1.0;
    //© modifiable credit;
    //© ensures credit == old credit.scaleBy(1.0 + rate);
    //© example rate == 0.05 && old credit.equals(new USMoney(4000))
    //© && credit.equals(new USMoney(4200));
    //© }
    public void deposit(Money amt);
    //© behavior {
    //© requires amt >= new USMoney(0);
    //© modifiable credit;
    //© ensures credit.equals(old credit.plus(amt));
    //© example old credit.equals(new USMoney(40000))
    //© && old credit.equals(new USMoney(40001))
    //© && credit.equals(new USMoney(400001));
    //© }
    public void withdraw(Money amt);
    //© behavior {
    //© requires 0 <= amt && amt <= old credit;
    //© modifiable credit;
    //© ensures credit.equals(old credit.minus(amt));
    //© example old credit.equals(new USMoney(400001))
    //© && old credit.equals(new USMoney(400000))
    //© && credit.equals(new USMoney(1));
    //© }
}

Figure 14: Specification of a pure concrete class BankAccount (file BankAccount.java).
import edu.cs.iastate.jml.models.*;

public /*@ pure @*/ abstract class NodeType implements JMLType {

    //@ public model int id;

    public abstract boolean equals(Object o);
    //@ behavior {
    //@ requires o instanceof NodeType;
    //@ ensures result == (id == (NodeType)o.id);
    //@ also
    //@ requires !(o instanceof NodeType);
    //@ ensures result == false;
    //@ }

    public abstract Object clone();
    //@ behavior {
    //@ ensures result instanceof NodeType
    //@ && (NodeType)result.equals(this) && result != this;
    //@ }

} // end of class NodeType declaration

Figure 15: First part of an abstract class specification NodeType (file NodeType.java).
import edu.cs.iastate.jml.models.JMLType;

public model abstract class ArcType implements JMLType {

    public model NodeType from;
    public model NodeType to;
    public invariant from != null && to != null;

    public ArcType(NodeType inFrom, NodeType inTo);
    behavior {
        requires inFrom != null && inTo != null;
        modifiable from, to;
        ensures from.equals(inFrom) && to.equals(inTo)
               && from != inFrom && to != inTo;
    }

    public model boolean equals(Object o);
    behavior {
        requires o instanceof ArcType;
        ensures result == (
                (ArcType)o.from.iD == from.iD
                && (ArcType)o.to.iD == to.iD );
        also
        requires !(o instanceof ArcType);
        ensures result == false;
    }

    public Object clone();
    behavior {
        ensures result instanceof ArcType
               && (ArcType)result.equals(this) && result != this;
    }
}

Figure 16: First part of a model class specification ArcType (file ArcType.jml).
import edu.cs.iastate.jml.models.*;
public class Digraph {

    public model JMLValueSet nodes;
    public model JMLValueSet arcs;

    public invariant forall (Object n) [ nodes.isIn(n) => n instanceof NodeType];
    public invariant forall (Object a) [ arcs.isIn(a) => a instanceof ArcType];
    public invariant forall (ArcType a)
        [ arcs.isIn(a) => nodes.isIn(a.from) && nodes.isIn(a.to) ];

    public Digraph();
    behavior {
        modifiable nodes, arcs;
        ensures nodes.equals(new JMLValueSet())
            && arcs.equals(new JMLValueSet());
    }

    Figure 17: First part of a class specification Digraph (file Digraph.jml).

classes, or model classes.

The other features of JML used in the specification of Digraph appear elsewhere. One interesting use of model methods (those used solely for writing assertions in specifications and that do not impose an obligation for implementation and that are not part of the interface for a class). The model method ReachSet constructively defines the set of all nodes that are reachable from the nodes in the argument nodeSet. Note the recursive ensures clause for ReachSet, which builds up the entire set of reachable nodes by, for each recursive reference, adding the nodes that can be reached directly (via a single arc) from the nodes in nodeSet.

2.7 Subtyping

Following Dhara and Leavens [DL96, Lea97], a subtype inherits the specifications of its supertype’s public and protected member functions, as well as invariants and history constraints. This ensures that a subclass specifies a behavioral subtype of its supertypes; This inheritance can be thought of textually, by copying the specifications of the methods of a class’s ancestors and all interfaces that a class implements into the class, and treating combinations by adding the old specification in as a new specification case.

For example, consider PlusAccount as a subclass of BankAccount. It inherits the fields from BankAccount, and the initially clauses, invariants, and history constraints from BankAccount. Because it inherits the fields of its superclasses, the specifications of those classes are still meaningful when copied to the subclass. The trick is to always add new model variables to the subclass and relate them to the existing ones.
public void addNode(NodeType n);
    behavior {
        requires n != null;
        modifiable nodes;
        ensures nodes.equals(old nodes.insert(n));
    }

public void removeNode(NodeType n);
    behavior {
        requires unconnected(n);
        modifiable nodes;
        ensures nodes.equals(old nodes.remove(n));
    }

public void addArc(NodeType inFrom, NodeType inTo);
    behavior {
        requires inFrom != null && inTo != null
            && nodes.isIn(inFrom) && nodes.isIn(inTo);
        modifiable arcs;
        ensures arcs.equals(old arcs.insert(new ArcType(inFrom, inTo)));
    }

public pure boolean isNode(NodeType n);
    behavior {
        ensures result == (nodes.isIn(n));
    }

public pure boolean isArc(NodeType inFrom, NodeType inTo);
    behavior {
        ensures result == (arcs.isIn(new ArcType(inFrom, inTo)));
    }

public pure boolean isAPath(NodeType start, NodeType end);
    behavior {
        requires nodes.isIn(start) && nodes.isIn(end);
        ensures result == ReachSet(new JMLValueSet().insert(start)).isIn(end);
    }

Figure 18: Second part of a class specification Digraph (file Digraph.jml, continued).
public model boolean unconnected(NodeType n);  
  behavior {  
      ensures result == !exists (ArcType a) [ arcs.isIn(a)  
        && (a.from.equals(n) || a.to.equals(n)) ];  
  }

public model JMLValueSet ReachSet(JMLValueSet nodeSet);  
  behavior {  
      requires nodeSet != null  
        && forall (Object o) [nodeSet.isIn(o) =>  
          o instanceof NodeType && nodes.isIn(o)];  
      ensures  
        (nodeSet.equals(OneMoreStep(nodeSet)) => result .equals(nodeSet))  
        && (!nodeSet.equals(OneMoreStep(nodeSet)) =>  
          result .equals(ReachSet(OneMoreStep(nodeSet))));  
  }

public model JMLValueSet OneMoreStep(JMLValueSet nodeSet);  
  behavior {  
      requires nodeSet != null  
        && forall (Object o) [nodeSet.isIn(o) =>  
          o instanceof NodeType && nodes.isIn(o)];  
      ensures result .equals(nodeSet.union(  
        new JMLValueSet { NodeType n |  
          exists (ArcType a) [arcs.isIn(a) &&  
            ( nodeSet.isIn(a.from) && n.equals(a.to)  
              || nodeSet.isIn(a.to) && n.equals(a.from))]}));  
  }
} // end of class Digraph

Figure 19: Third part of a class specification Digraph (file Digraph.jml, continued).
3 Extensions to Java Expressions for Predicates

The expressions that can be used as predicates in JML are an extension to the side-effect free Java expressions. Since predicates are required to be side-effect free, the following Java operators are not allowed within predicates:

- assignment (=), and the various assignment operators (such as +=, -=, etc.)
- all forms of increment and decrement operators (++ and --), and

We allow the allocation of storage (e.g., using operator new) in predicates, because such storage can never be referred to after the evaluation of the predicate.

JML adds the following new syntax to the Java expression syntax, for use in predicates:

- => for logical implication; for example, raining => getsWet is true if either raining is false or getsWet is true.
- forall and exists, which are quantifiers; for example,

  \[ \text{forall (int } i,j \text{) } [0 \leq i \land i < j \land j < 10 \Rightarrow a[i] < a[j]] \]

  says that \( a \) is sorted at indexes between 0 and 9.
- returns, which is true if a method returns normally, when an exception is thrown this is false.
- result, which, when returns is true, is the object that is the result of the method.
- throws, which can be used to assert that a particular exception is thrown; for example

  \[ \text{throws (ArithmeticException)} \text{ is true when the exception ArithmeticException is thrown.} \]
- thrown, which can be used to describe the object that is the “exception result” when a method throws an exception; for example when throws (ArithmeticException) is true, then thrown (ArithmeticException) is the object that was thrown.
- fresh, which asserts that objects were freshly allocated; for example, fresh (x, y) asserts that the objects bound to \( x \) and \( y \) were not allocated in the pre-state.
- old, which can be used to refer to objects and their values in the pre-state; for example,

  \[ \text{old myPoint.x is the value of the x field of the object myPoint in the pre-state.} \]
- unmodified, which asserts that the values of objects are the same in the post-state as in the pre-state; for example, unmodified (xval, yval) says that \( xval \) and \( yval \) have the same value in the pre- and post-states.
- reach, which returns a JMLObjectSet of all objects reachable from a given object.
- Set comprehensions, which can be used to succinctly define sets; for example, the following is the JMLObjectSet of Integer objects whose values are between 0 and 10, inclusive.

  \[ \text{new JMLObjectSet \{Integer } i \mid 0 \leq i \text{.getInteger()} \land i \text{.getInteger()} \leq 10 \} \]
As in Java itself, most types are reference types, and hence many expressions yield references (i.e., object identities or addresses), not values. This means that \( = \), except when used to compare pure values of primitive types such as \texttt{boolean} or \texttt{int}, is reference equality. As in Java, to get value equality, except for primitive values, one has to use the \texttt{equals} method in assertions. For example, the predicate \texttt{myString == yourString}, is only true if the objects denoted by \texttt{myString} and \texttt{yourString} are the same object (i.e., if the names are aliases); to compare the values of two strings one must write \texttt{myString.equals(yourString)}.

The reference semantics makes interpreting predicates that involve the use of \texttt{old} interesting. We want to have the semantics suited for two purposes:

- execution of assertions for purposes of debugging and testing, as in Eiffel, and
- generation of mathematical assertions for static analysis and possible theorem proving (e.g., to verify program correctness).

See Appendix A for details on the mathematical modeling of assertions.

To use predicates to debug and test Java code one has to have a way to refer to old values and objects without making a copy of the entire state, since that would involve all of the computer’s memory. This is no problem when primitive values or pure (immutable) objects are used for all variables referred to with \texttt{old}, since the value or reference stored in such a variable can simply be saved. One way to deal with mutable objects is to simply not execute assertions involving references to \texttt{old} and such objects. However, we hope to make more progress in this area.

Since we are using Java expressions for predicates, there are some additional problems in mathematical modeling. We are excluding the possibility of side-effects by limiting the syntax of predicates, and by using type checking [GL86, Luc87, LG88, NNA97, TJ94, Wri92] to make sure that only pure methods may be called in predicates.

Exceptions in expressions are particularly important, since they may arise in type casts. Logically, we will deal with exceptions by having the evaluation of predicates substitute an arbitrary expressible value of the normal result type when an exception is thrown during evaluation. (When the result type is a reference type, this means that we will have to return \texttt{null} if an exception is thrown while executing such a predicate.) This corresponds to a mathematical model in which partial functions are mathematically modeled by underspecified total functions.

We will check that errors are not explicitly thrown by pure methods. This means that they can be ignored during mathematical modeling. When executing predicates, errors will also be ignored, but will cause run time errors.

4 Concurrency

For concurrency our plan is to use \texttt{when} clauses that say when a method may proceed to execute, after it is called [Le91, Si95]. This permits the specification of when the caller is delayed to obtain a lock, for example. While syntax for this exists in the JML parser, our exploration of this topic is still in an early stage.
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A Details for Mathematical Modeling of Expressions

Mathematically, the semantics of a language like Java can be given in terms of an environment and a state (sometimes called a store). The environment maps identifiers (such as formal parameter names) to references (locations), and the state maps references to values.

$$
\begin{align*}
\text{Environment} & = \text{Identifier} \rightarrow \text{Reference} \\
\text{State} & = \text{Reference} \rightarrow \text{Value} \\
\text{Value} & = \text{Primitive Value} + \text{Reference}
\end{align*}
$$

The main problems are:

- how mathematical functions can mimic Java methods, which have implicit access to the state, and
- how to make sure that the right state is accessed when *old* is used in assertions.

Our solution to these problems, in the mathematical world, is to make the meaning of an expression be either a primitive value or a pair consisting of a reference and a state. We abuse terminology and call such a pair an *object*.

$$
\begin{align*}
\text{Expressible Value} & = \text{Primitive Value} + \text{Object} \\
\text{Object} & = \text{Reference} \times \text{State}
\end{align*}
$$

Having the state as part of an object allows mathematical functions to mimic the behavior of Java methods, which can implicitly access the state. It also allows the right state to be used for *old* expressions, since the state paired with the object that is the result of an old expression will be the pre-state of a method, instead of the current state.

(The meaning of expressions used in predicates can be mathematically modeled as a (curried) function that takes an environment and a pair of states and returns an expressible value. The first state in the pair passed to the meaning function is the pre-state for the method, the second is the current state (in the post-condition, this starts out as the post-state). The following shows the type of the meaning function for expressions, and the cases for identifiers and the use of *old*.

```
meaning: Expression \rightarrow Environment \rightarrow (\text{State} \times \text{State}) \rightarrow Expressible Value
meaning(I) e \ (pre, curr) =
  \text{let } v = curr(e(I))
  \text{in if isPrimitiveValue}(v) \text{ then } v \text{ else } (v, curr) \text{ fi}
meaning(old E) e \ (pre, curr) = meaning(E) e \ (pre, pre)
```
This shows that an old expression is evaluated in the pre-state, and if it evaluates to an object, the state of the object will be the pre-state.)