Modeling Multiple-mode Systems with Predictive State Representations
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Abstract—Predictive state representations (PSRs) are a class of models that represent the state of a dynamical system as a set of predictions about future events. This work introduces a class of structured PSR models called multi-mode PSRs (MMPSRs), which were inspired by the problem of modeling traffic. In general, MMPSRs can model uncontrolled dynamical systems that switch between several modes of operation. An important aspect of the model is that the modes must be recognizable from a window of past and future observations. Allowing modes to depend upon future observations means the MMPSR can model systems where the mode cannot be determined from only the past observations. Requiring modes to be defined in terms of observations makes the MMPSR different from hierarchical latent-variable based models. This difference is significant for learning the MMPSR, because there is no need for costly estimation of the modes in the training data: their true values are known from the mode definitions. Furthermore, the MMPSR exploits the modes’ recognizability by adjusting its state values to reflect the true modes of the past as they become revealed. Our empirical evaluation of the MMPSR shows that the accuracy of a learned MMPSR model compares favorably with other learned models in predicting both simulated and real-world highway traffic.
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I. Multi-mode PSRs (MMPSRs)

Predictive state representations (PSRs) [3] are a class of models that represent the state of a dynamical system as a set of predictions about future events. PSRs are capable of representing partially observable, stochastic dynamical systems, including any system that can be modeled by a finite partially observable Markov decision process (POMDP) [5]. There is evidence that predictive state is useful for generalization [4] and helps to learn more accurate models than the state representation of a POMDP [7]. This work introduces a class of structured hierarchical PSR models called multi-mode PSRs (MMPSRs) for modeling uncontrolled dynamical systems that switch between several modes of operation. Unlike latent-variable models like hierarchical HMMs [2], the MMPSR requires that the modes be a function of past and future observations. This requirement yields advantages both when learning and using an MMPSR, as explained throughout this section.

The MMPSR is inspired by the problem of predicting cars’ movements on a highway. One way to predict the car’s movements would be to determine what mode of behavior the car was in — e.g., a left lane change, right lane change, or going straight — and make predictions about the car’s movement conditioned upon that mode of behavior. The MMPSR makes predictions in this way using two component models which form a simple, two-level hierarchy (Figure 1). When modeling highway traffic, the high-level model will predict the mode of behavior, and the low-level model will predict changes in the car’s future positions conditioned upon the mode of behavior. The remainder of this section formalizes the MMPSR model in general terms, making it applicable to dynamical systems other than highway traffic.

A. Observations and Modes

The MMPSR can model uncontrolled, discrete-time dynamical systems, where the agent receives some observation $O_i$ at each time step $i = 1, 2, \ldots$. The observations can be vector-valued and can be discrete or continuous. In addition to the observations that the agent receives from the dynamical system, the MMPSR requires that there exists a discrete set of modes the system could be in, and that there is some mode associated with each time step. The system can be in the same mode for several time steps, so a single mode can be associated with multiple contiguous time steps. The $i^{th}$ mode since the beginning of time will be denoted by $\psi_i$, and $\psi(\tau)$ will denote the mode for the $\tau$ time step (Figure 2).

What distinguishes MMPSR models from hierarchical latent-variable models (e.g., hierarchical HMMs [2]) is the fact that the modes are not latent. Instead, they are defined in terms of past and possibly future observations. Specifically, the modes used by an MMPSR must satisfy the following recognizability requirement: There is some finite $k$ such that, for any sequence of observations $O_1, O_\tau, O_{\tau+1}, \ldots, O_{\tau+k}$ (for any $\tau \geq 0$), the modes $\psi(1), \psi(\tau-1), \psi(\tau)$ are known at time $\tau+k$ (or before). We say that a mode $\psi(\tau)$ is known at time $\tau'$ (where $\tau'$ can be greater than $\tau$) if the definitions of the modes and the observations $O_1, \ldots, O_{\tau'}$ from the beginning of time through time $\tau'$ unambiguously determine the value of $\psi(\tau)$.

To reiterate, the recognizability requirement differentiates the MMPSR from hierarchical latent-variable models. If one were to incorporate the fact that modes were recognizable into a hierarchical latent-variable model, one would in effect get an MMPSR. The recognizability of the modes plays a crucial role in learning an MMPSR, because the modes for the batch of training data are known. If the modes were not recognizable, one would have to use the expectation-maximization algorithm to estimate the latent modes, as is
The recognizability requirement is a constraint on the definitions of the modes and not on the dynamical system itself. That is, requiring the modes to be recognizable does not limit the dynamical systems one can model with an MMPSR. Given any system, one can define a recognizable set of modes by simply ensuring that the modes partition the possible history/length-k-future pairs (for some finite k). Then for any history and length-k future, exactly one mode definition is satisfied.

Furthermore, the modes that are defined for use by the MMPSR do not need to match the modes that the system actually used to generate the data (although a closer match might improve the accuracy of the MMPSR). This flexibility permits mode definitions that are approximations of complicated concepts like lane changes. Section II-A includes experiments where the mode definitions approximate the process used to generate the data.

In addition to the recognizability requirement, the MMPSR makes the following independence assumptions that characterize the relationship between modes and observations: (1) The observation \( O_{\tau+1} \) is conditionally independent of the history of modes given the mode at time \( \tau + 1 \) and the history of observations \( O_1, \ldots, O_{\tau} \). (2) The future modes \( \psi_{i+1}, \ldots \) are conditionally independent of the observations through the end of \( \psi_i \), given the history of modes \( \psi_1, \ldots, \psi_i \). Even if the independence properties do not strictly hold, the MMPSR forms a viable approximate model, as demonstrated by the empirical results (Section II).

These independence properties lead to the forms of the high and low-level models within the MMPSR. The low-level model makes predictions for the next observation given the history of observations and the mode at the next time step (Figure 4.b). The low-level model will also predict the probability of a mode ending at time \( \tau \), given \( \psi(\tau) \) and the history of observations through time \( \tau \). The high-level model makes predictions for future modes given the history of modes (Figure 4.a). Because of the second independence assumption, the high-level model can be learned and used independently from the low-level model; it models the sequence of modes \( \psi_1, \psi_2, \ldots \) while abstracting away details of the observations.

B. Updating the MMPSR State

The state of the MMPSR must be updated every time step to reflect the new history. Suppose for a moment that for all \( \tau \), \( \psi(\tau) \) was known at time \( \tau \). Then the high-level model would update its state whenever a mode ends, using that mode’s value as its “observation.” The low-level model would update its state after every time step \( \tau \), conditioned upon the most recent observation \( O_\tau \) and the mode \( \psi(\tau) \).
Fig. 4. Predictions made by the component models. The subscripts for the modes differ from the observations because each mode will last for several time steps (so $i < < \tau$). (a) The high-level model predicts $\psi_{i+1}$ given the history of modes (shaded). (b) The low-level model predicts $O_{\tau+1}$ given the history of observations and current mode (shaded).

Even though $\psi(\tau)$ will not always be known at time $\tau$, this process defines the states of the high and low-level models under the assumption that some hypothetical values $\psi(1), \ldots, \psi(\tau)$ are the modes of history. Each sequence of hypothetical values has some posterior probability given the observations through time $\tau$. The number of sequences $\psi(1), \ldots, \psi(\tau)$ with non-zero posterior probability will remain bounded, even as $\tau \to \infty$. Specifically, only one sequence of hypothetical values for the known modes will have non-zero posterior probability (i.e., the modes’ true values), and only a finite (and typically small) window of past modes will be unknown, because of the recognizability requirement.

The MMPSR state at time $\tau$ consists of the posterior distribution over the modes of history and the high and low-level model states corresponding to each sequence $\psi(1), \ldots, \psi(\tau)$ with non-zero posterior probability. At the next time step $\tau + 1$, the MMPSR updates its state as follows. The MMPSR computes the high and low-level models’ states for a given $\psi(1), \ldots, \psi(\tau), \psi(\tau + 1)$ from the high and low-level models’ states at time $\tau$ using the respective model updates. The MMPSR updates the posterior distribution over modes of history using Bayes’ Rule (see online appendix for details: http://users.ipfw.edu/wolfeb/itsc2010appendix.pdf).

Because the learned component models of an MMPSR will not be perfectly accurate, the Bayesian posterior update might not assign zero probability to hypothetical mode values even if they contradict the recognized value for those modes. Thus, in addition to the Bayesian posterior update, after each time step the MMPSR explicitly assigns zero probability to values of the history modes that contradict the known values, renormalizing the distribution after those changes. In addition, one can use pruning techniques (e.g. keep only the $k$ most likely sequences of history modes) to reduce the number of history mode sequences that are maintained in the posterior distribution.

C. Making Predictions with an MMPSR

The MMPSR can make predictions about the next observation $O_{\tau+1}$ given the history of observations $O_1, \ldots, O_\tau$. Predictions of this form can be combined to make any prediction about the system, including predictions further than one step in the future. For a given assignment to the modes $\psi(1), \ldots, \psi(\tau + 1)$, the low-level model can directly predict $O_{\tau+1}$ given $O_1, \ldots, O_\tau$. Since not all of $\psi(1), \ldots, \psi(\tau + 1)$ will be known at time $\tau$, the MMPSR makes predictions about $O_{\tau+1}$ given $O_1, \ldots, O_\tau$ by marginalizing the modes that are not known. This marginalization can be done relatively efficiently by using the distribution over modes that the MMPSR maintains.

To make predictions about observations several time steps in the future, it can be more efficient to make those predictions directly rather than calculating them from several next-observation predictions (cf. [5]). For example, in our empirical results, we include in the MMPSR several regression models to predict features of the future given the state of the low-level model and the most recent mode. As with the next-observation predictions, the overall prediction from the MMPSR marginalizes the unknown modes of history.

D. Learning an MMPSR

Learning an MMPSR consists of learning the high and low-level component models from a single sequence of observations (i.e., the training data). The high-level model is a linear PSR, so it is learned by applying the suffix-history algorithm [7] to the sequence of modes of the training data. The recognizability of the modes ensures that the learning algorithm can correctly and automatically determine the mode for each time step of the training data (except a few time steps at the beginning and/or end of the data).

Learning the low-level model also requires the correct modes of the training data, since the low-level model makes predictions and updates its state conditioned upon the corresponding mode. One way to implement this conditional form is to have separate parameters of the low-level model for each mode. For example, the low-level model could consist of several parameterized functions from features of history (i.e., the state of the low-level model) to predictions about the next observation, with a separate function for each mode. The function for each respective mode can then be learned by applying an appropriate regression method to the time steps of training data that have that mode. This form allows the low-level model to make specialized predictions for each mode. It is the form used in the following experiments.

II. Experiments

We learned MMPSR models for three systems: a simple random walk system, and both simulated and real-world highway traffic. The low-level model includes parameterized
functions for each mode that map features from a finite window of history to predictions of interest. Each function was learned using locally-weighted linear regression [1], a flexible non-linear function approximation method. The high-level linear PSR was learned using the suffix-history algorithm [7]. Because the modes are defined in terms of observations, the modes of the training data are known, which is critical in ensuring efficient training of the model. If the modes were not known, then an iterative estimation procedure would be needed to estimate the modes (e.g. expectation-maximization), often requiring several iterations to converge. At each iteration, the estimated modes would change, so the low-level model would have to be re-learned. In contrast, the low-level model of the MMPSR is only learned one time, using the true values of the modes because the modes are recognizable. For purposes of comparison, it would be possible to adapt hierarchical HMMs to exploit these modes, but as discussed above this would effectively yield an MMPSR. The comparison would then become a comparison between the suffix-history learning algorithm and the EM learning algorithm, a comparison which has already been done [7] with results showing the suffix-history algorithm to each recognizable modes of history) to each recognizable modes and the generative modes, there is enough correlation that an MMPSR learned using the recognizable modes models the system well. Figure 6 shows the average likelihood that the MMPSR assigns (from its distribution over modes of history) to each recognizable mode whenever its related generative mode was the (latent) system mode at that time step. The high and low noise results correspond to using Gaussian noise with standard deviations 0.5 and 0.25, respectively. Though the higher noise leads to less certainty about the mode, the MMPSR attributes high probability to the generative modes for both noise levels.

While there will not be perfect correspondence between the recognizable modes and the generative modes, there is enough correlation that an MMPSR learned using the recognizable modes models the system well. Figure 6 shows the average likelihood that the MMPSR assigns (from its distribution over modes of history) to each recognizable mode whenever its related generative mode was the (latent) system mode at that time step. The high and low noise results correspond to using Gaussian noise with standard deviations 0.5 and 0.25, respectively. Though the higher noise leads to less certainty about the mode, the MMPSR attributes high probability to the generative modes for both noise levels.

In addition to tracking the modes well, the MMPSR is also able to predict the future observations well. The average error for predicting several time steps in the future is shown in Figure 7 for the high and low-noise systems. The MMPSR consistently achieves lower error than using locally-weighted linear regression on the entire data set, which does not explicitly leverage the existence of modes. For another comparison, we ran an additional set of experiments where we artificially allowed the MMPSR to peer into the future and determine the value of the current mode (even though the current mode is not generally recognizable from the observations through the current time). The real MMPSR (which does not peer into the future) does almost as well as the artificial MMPSR that can peer into the future, especially in the low-noise system (Figure 7).
We also learned MMPSRs to model simulated and real-world highway traffic. The MMPSR predicts the movements of a car given the history of that car and some neighboring cars. The observation at each time step consists of the x velocity, y velocity, and headway for the car being modeled, where headway is the time to collision with the car in front. We use “x” to refer to the lateral or side-to-side direction, while “y” refers to the longitudinal or forward direction. The features of history that composed the state of the low-level model were as follows: average y velocity over three different windows (the most recent 0.5 seconds, the 0.5 seconds before that, and the most recent 5 seconds); average x velocity over the most recent 0.5 seconds, and the 0.5 seconds before that; the x position; the distance to the closest car in front, and its average y velocity over the last 1.0 seconds; and a constant term. We used left and right lane changes as two of the modes of behavior for both simulated and real traffic; they were defined as any 4.0-second window where the car center crossed a lane boundary at the midpoint of the window.

### 1) Simulated Traffic

The simulated traffic consists of three lanes of traffic, with cars entering the field of view stochastically. (A video is available at http://www.youtube.com/watch?v=8eHx_EzJOS0.) Each car has a default velocity that it will maintain unless there is a car in the way. In that case, if there is room in an adjacent lane, the car will change lanes; otherwise, it will slow down. Gaussian noise is added to the observations of the cars’ positions to emulate the inherent noise in physical sensors.

In addition to left and right lane change modes, we experimented with several possible sets of modes for the traffic data, including modes defined in terms of y velocity, headway, and a combination of y velocity and headway. The results presented here use left and right lane change modes and two different “stay-in-lane” modes for cars at different speeds (i.e., fast and slow).

We compare the accuracy of the learned MMPSR with two other prediction methods: a baseline method that predicts that the car will maintain its last observed velocity, and locally weighted linear regression trained upon the entire data set. We evaluated the models’ predictions about how far each car would travel in the y direction over the future 2 and 5 seconds. The MMPSR performed significantly better than both comparison methods at both the 2 and 5-second horizons (Figure 8). Even in the presence of noisy observations, the MMPSR achieves less than 2% error (relative to distance traveled), for both 2 and 5 seconds in the future.

Not only does the MMPSR predict the movement of the cars accurately, it also assigns reasonably high likelihood to the true value of the current mode (Figure 9). The low likelihoods for the “lane change” modes are primarily due to the low prior probability of those modes (Figure 9).

### 2) Interstate 80 Traffic

We also learned an MMPSR to model real highway traffic on interstate 80 (I-80) near San Francisco. We used the data collected by the Next Generation SIMulation (NGSIM) project, which used cameras to capture traffic movement along approximately 500 meters of six-lane freeway [6]. (A video is available at http://www.youtube.com/watch?v=JjxNu2kbtDI.)

As with the simulated traffic, we experimented with several sets of mode definitions. The results presented here use modes determined by the y velocity and the headway to the car in front, which were discretized into four and three bins, respectively. Along with the two lane change modes, this gives fourteen total modes for the system. Partly because of the fine distinctions between the modes (cf. the simulated traffic with only two velocity bins), the MMPSR has more difficulty determining the true mode than with the previous domains (Figure 10). However, the likelihood that the MMPSR assigns to either the true mode or a similar mode (i.e., those that differ by one notch in velocity or headway, but not both) is significantly higher (Figure 10).

Even though the MMPSR does not always track the true mode, its predicted modes are close enough to enable good predictions about the cars’ movements. These predictions were evaluated in the same way as for the simulated traffic,
including a comparison with locally-weighted regression and predicting the last velocity. We also evaluated an MMPSR that uses an “oracle” feature that peers into the future. This feature is included in the low-level state, even though it will never be available online. Nevertheless, the oracle MMPSR’s error provides a sense of the best error that could be achieved. Specifically, the oracle feature is the desired prediction (i.e., the distance the car will travel) minus the future value of the gap between it and the car it is following.\footnote{This evaluation only considers the time points where there is a car in front of the modeled car; otherwise, the oracle feature is not defined. In the I-80 data set, there is almost always a car in front, so the vast majority of the data is evaluated.}

As with the simulated traffic, the MMPSR performed better than both the local-regression and the last-velocity comparison methods at both the 2 and 5-second horizons (Figure 11), with a considerable difference at the 5-second horizon. Also, the error of the MMPSR is reasonably close to that of the oracle MMPSR, despite all the information contained in the oracle feature. Finally, it is worth noting that the MMPSR achieves less than ten percent error (relative to distance traveled), even when predicting five seconds in the future for cars at highway speeds. In absolute terms, this is about 14 feet, or roughly one car length.

Figure 12 shows the error in predicting lateral movement for the MMPSR, the last-velocity model, and locally-weighted linear regression. (The oracle MMPSR is not applicable to lateral movement.) The last-velocity model does the worst, while the MMPSR and local regression models are comparable. The percent error is so high because the true lateral movement is sometimes very small. For those time points, a small absolute error results in an enormous percent error, which skews the average percent error. However, in absolute terms, the average error of the MMPSR is quite small: less than 1.5 feet for five seconds in the future.

Neither the last-velocity model nor local regression performed well on both lateral and forward predictions. This is in contrast to the MMPSR, which is comparable to (or better than) the better of the comparison methods for both lateral and forward predictions.

### III. Summary

We have introduced the MMPSR, a hierarchical model motivated by the problem of modeling vehicles’ movements. In general, MMPSRs can model uncontrolled systems that switch between modes of behavior. Inspired by PSRs, the modes are not latent variables but are defined in terms of both historical and future observations. Because the modes are defined in terms of observations, learning the MMPSR model is more efficient than if the modes were latent variables. Furthermore, when using the MMPSR model to make predictions, the MMPSR can adjust its state to reflect the true values of the modes because those true values are eventually recognized from the observations. Even though the modes are defined in terms of observations, they are not restricted to be features of history, which would limit the expressiveness of the model. Rather, the mode definitions can include future observations, allowing modes such as a right lane change. We introduced a learning algorithm for the MMPSR, using it to learn MMPSR models of three systems, including simulated and real-world highway traffic. The MMPSR achieved lower error than comparison methods on all three systems, including the highway traffic on I-80.
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